Non-vanishing of class group $L$-functions at the central point

Non-annulation des fonctions $L$ de groupes de classes au point central
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Abstract

Let $K = \mathbb{Q}((\sqrt{-D})$ be an imaginary quadratic field, and denote by $\mathcal{C}$ its class number. It is shown that there is an absolute constant $c > 0$ such that for sufficiently large $D$ at least $c \cdot h \prod_{p|D}(1 - p^{-1})$ of the $h$ distinct $L$-functions $L_K(s, \chi)$ do not vanish at the central point $s = 1/2$.

Étant donné un corps quadratique imaginaire $K = \mathbb{Q}((\sqrt{-D})$, notons $h$ son nombre de classes. Nous montrons qu’il existe une constante $c$ telle que pour $D$ assez grand, au moins $c \cdot h \prod_{p|D}(1 - p^{-1})$ des $h$ fonctions $L$ distinctes $L_K(s, \chi)$ ne s’annulent pas au point central $s = 1/2$.
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1 Introduction

The behaviour of $L$-functions in the critical strip has received a lot of attention from the first proof of the prime number theorem up to now. Especially the value at the central point is an important property and subject of intensive studies. By now there are numerous results that many members - in some cases even a positive proportion - of a certain family of $L$-functions do not vanish at the central point, see e.g. [1, 3, 7, 9, 10, 11, 13, 15, 17] and
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the references given there. This is of interest in various aspects such as the Birch-Swinnerton-Dyer conjecture, the Siegel zero (see [7]) and the theory of modular forms of half-integral weight (see [16, 18]). A large number of old and new results around this theme can be found in [12].

In this article we consider $L$-functions attached to class group characters of an imaginary quadratic field. Let $K = \mathbb{Q}(\sqrt{-D})$ be the imaginary quadratic field of discriminant $-D$. We denote its class group by $\mathcal{C}$ and write $h = |\mathcal{C}|$. Each character $\chi \in \hat{\mathcal{C}}$ gives rise to an $L$-function

$$L_K(s, \chi) = \sum_a \chi(a)(Na)^{-s},$$

the summation being taken over all nonzero integral ideals $a$. The series is absolutely convergent for $\Re s > 1$, and the $L$-function can be extended to the entire complex plane having a functional equation that relates $s$ to $1-s$. For real characters $L_K(s, \chi)$ is the product of two Dirichlet $L$-functions, while for complex characters $L_K(s, \chi)$ comes from the cusp form $\sum_a \chi(a)e(zNa)$ of weight 1 for $\Gamma_0(D)$ and character $\chi_D$.

We consider only the central point $s = 1/2$ although the method works for every point on the critical line $\Re s = 1/2$. We shall obtain the following result.

**Theorem.** There is an absolute constant $c > 0$ such that

$$\frac{1}{h} \#\{\chi \in \hat{\mathcal{C}} \mid L(1/2, \chi) \neq 0\} \geq c \prod_{p|D} \left(1 - \frac{1}{p}\right)$$

(1.1)

for sufficiently large $D$.

Assuming the Riemann hypothesis for the $L_K(s, \chi)$, we have of course $L_K(\sigma, \chi) > 0$ for $\sigma > 1/2$ and $L_K(1/2, \chi) \geq 0$. Since we appeal to Siegel’s lower bound for $L(1, \chi_{-D})$, we do not know how large $D$ must be chosen to ensure the validity of (1.1). The constant $c$ is in principle computable, but we did not make any effort to do so because our method yields only a very small value for $c$, something around $10^{-6}$.

According to general conjectures on zeros of $L$-functions [8] coming from random matrix theory we would expect that 100 percent of the $L_K(s, \chi)$ do not vanish at $s = 1/2$. In fact, the present family of $L$-functions has been studied by Fouvry and Iwaniec [6] who showed under the Riemann hypothesis for the $L_K(s, \chi)$ that the distribution of low-lying zeros is governed by the symplectic group.
2 Preliminaries

We introduce some notation which will be kept fixed throughout the paper. The letter $p$ is always reserved for (rational) prime numbers. Let $\chi_{-D} = \left( \frac{-D}{p} \right)$ be the Kronecker symbol, and let $w$ be the number of units in $\mathbb{Q}(\sqrt{-D})$, i.e. $w = 2$ for $D > 4$. Let $0 < \eta < 1/4$ be a parameter to be chosen later and define

$$Q := \{ q \leq D^\eta \mid \mu^2(q) = 1, (p \mid q \Rightarrow \chi_{-D}(p) = 1) \}.$$

For $q \in Q$ and $\chi \in \hat{C}$ we write as in [5]

$$\gamma_q(\chi) = 2^{-\omega(q)} \sum_{q: Nq = q} \chi(q).$$

For the proof of the theorem we compare different weighted averages over the set of $L$-functions for $\mathbb{Q}(\sqrt{-D})$. We consider

$$\mathcal{L}_1 := \frac{1}{h} \sum_{\chi \in \hat{C}} \left( \sum_{q \in Q} \lambda(q) \gamma_q(\chi) \right) L_K(1/2, \chi)$$

and

$$\mathcal{L}_2 := \frac{1}{h} \sum_{\chi \in \hat{C}} \left( \sum_{q \in Q} \lambda(q) \gamma_q(\chi) \right)^2 \left| L_K(1/2, \chi) \right|^2$$

where the $\lambda(q)$'s are suitably chosen real numbers, see (4.5) and (4.7) below. By the Cauchy-Schwarz inequality we have

$$\#\{ \chi \in \hat{C} \mid L_K(1/2, \chi) \neq 0 \} \geq h\mathcal{L}_1^2\mathcal{L}_2^{-1}. \quad (2.1)$$

The sum $\sum \lambda(q) \gamma_q(\chi)$ is supposed to work as a mollifier and to smooth out irregularities in the behaviour of the $L_K(1/2, \chi)$ so that not too much is lost when we apply the Cauchy-Schwarz inequality.

It is a priori not clear whether the set $Q$ contains elements other than 1, so the character sum may be trivial if the class number is extraordinarily small and there are only few or no small split primes. However, it turns out that the smaller the class number is, i.e. the less effective the mollifier works, the less variation exists, roughly speaking, in the values of $L_K(1/2, \chi)$. Thus our method works even in the improbable case of an exceptionally small class.
number, and we need not to appeal to any unproven hypothesis.
To estimate the right side of (2.1) we need asymptotic formulae for
\[ L_1(q) := \frac{1}{h} \sum_{\chi \in \hat{C}} \gamma(q)(1/2, \chi) \]
and
\[ L_2(q_1, q_2) := \frac{1}{h} \sum_{\chi \in \hat{C}} \gamma(q_1)(\gamma(q_2)(1/2, \chi))^2. \]
This will we done in section 3 and relies ultimately on deep results from
spectral theory of modular forms and equidistribution properties of Heegner
points ([4, 5]).

3 The first and second mollified moment
It is not hard to obtain an asymptotic expansion for \( L_1(q) \).
As in [5], section 3, we see
\[ \sum_{\chi \in \hat{C}} \chi(q)L_K(s, \chi) = \frac{\zeta(2s)}{(Nq)^s} + \frac{\zeta(2-2s)\Gamma(1-s)}{\Gamma(s)(Nq)^{1-s}} \left( \frac{\sqrt{D}}{2\pi} \right)^{1-2s} + O_s(e^{-\sqrt{D}/Nq}). \]
The main term on the right-hand side has a removable singularity at \( s = 1/2 \).
We obtain
\[ L_1(q) = \frac{1}{w\sqrt{q}} \left( \log \left( \frac{\sqrt{D}}{q} \right) + c_0 \right) + O(e^{-\sqrt{D}/q}) \tag{3.1} \]
where \( c_0 = \gamma - \log(8\pi) \) (and \( \gamma \) is Euler's constant).

We proceed to establish an asymptotic formula for \( L_2(q_1, q_2) \). The analysis
is similar as in [5], sections 4 and 6, but we need a more precise result here.
Let
\[ \Phi(s, \chi) := \left( \frac{\sqrt{D}}{2\pi} \right)^s \Gamma(s)L_K(s, \chi) \tag{3.2} \]
be the \( L \)-function with its local factor at infinity. It turns out to be more
convenient to replace \( L_K(s, \chi) \) by
\[ \Phi(s, \chi) + \frac{h}{w s(1-s)} = \int_1^\infty \left( u^{s-1} + u^{-s} \right) \sum_a \chi(a) \exp \left( -\frac{2\pi u N}{\sqrt{D}} a \right) du \]
where \( \delta_{\chi} = 1 \) if \( \chi = 1 \) or else it vanishes. By Burgess’ estimate [2],

\[
L(1/2 + it, \chi_D) \ll_{t, \varepsilon} D^{3/16 + \varepsilon},
\]

we obtain

\[
L^{(q_1,q_2)}_2 = 2D^{-1/2} (\mathcal{M}^{(q_1,q_2)} - 16hw^{-2}) + O(D^{-1/16 + \varepsilon})
\]

where

\[
\mathcal{M}^{(q_1,q_2)} := \frac{1}{h} \sum_{\chi \in \mathcal{C}} \gamma_{q_1}(\chi) \gamma_{q_2}(\chi) |\Phi(1/2, \chi)| + 4\delta_{\chi} hw^{-1}
\]

\begin{equation}
= 4 \int_1^\infty \int_1^\infty (u_1u_2)^{-1/2} \mathcal{M}^{(q_1,q_2)}(u_1, u_2) du_1 du_2.
\end{equation}

with

\[
\mathcal{M}^{(q_1,q_2)}(u_1, u_2) = \frac{1}{h} \sum_{\chi \in \mathcal{C}} \gamma_{q_1}(\chi) \gamma_{q_2}(\chi) \sum_{a_1} \sum_{a_2} \chi(a_1) \bar{\chi}(a_2) \exp \left( -\frac{2\pi(u_1a_1 + u_2a_2)}{\sqrt{D}} \right).
\]

We write

\[
d := (q_1, q_2), \quad q := \frac{q_1q_2}{d^2}
\]

and \( \sim \) for the ideal equivalence. Note that \( d \) and \( q \) are coprime by the definition of \( \Omega \). By orthogonality we see for \( q_1, q_2 \in \Omega \)

\[
\mathcal{M}^{(q_1,q_2)}(u_1, u_2) = 2^{-\omega(dq)} \sum_{r|d} 2^{-\omega(r)} \sum_{N=r, N \equiv q} \frac{2}{w} \sum_{l \in \mathbb{N}} a \text{ primitive } a_2 \sim a \sum E
\]

\[
= 2^{-\omega(dq)} \sum_{r|d} 2^{-\omega(r)} \sum_{l \in \mathbb{N}} a \text{ primitive } a_2 \sim a \frac{2}{w} \sum_{l \equiv \frac{r^2a}{(r^2a, r)}} \sum_{a \equiv \frac{r^2a}{(r^2a, r)}} a \text{ primitive } a_2 \sim a \sum E
\]

\[
= 2^{-\omega(dq)} \sum_{r|d} 2^{-\omega(r)} \sum_{l \in \mathbb{N}} a \text{ primitive } a_2 \sim a \frac{2}{w} \sum_{l \equiv \frac{r^2a}{(r^2a, r)}} \sum_{a \equiv \frac{r^2a}{(r^2a, r)}} a \text{ primitive } a_2 \sim a \sum E
\]

\[
= 2^{-\omega(dq)} \sum_{r|d} 2^{-\omega(r)} \sum_{l \in \mathbb{N}} a \text{ primitive } a_2 \sim a \frac{2}{w} \sum_{l \equiv \frac{r^2a}{(r^2a, r)}} \sum_{a \equiv \frac{r^2a}{(r^2a, r)}} a \text{ primitive } a_2 \sim a \sum E
\]
since $(r, q) = 1$. We also used $(r^2 q, v^2 q) = 1$ so that $N(r^2 q, l) = (r^2 q, l)$. For a primitive ideal $\mathfrak{a} = (N \mathfrak{a}, \frac{b^2 + i r^2}{D})$ let $z_{\mathfrak{a}} = \frac{b^2 + i r^2}{2Na}$ be the Heegner point. Since $\mathfrak{a}^{-1}$ is generated by 1 and $z_{\mathfrak{a}}$, the last two sums equal

$$
\frac{1}{w} \sum_{(m, n) \in \mathbb{Z}^2 \setminus \{0\}} \sum_{\mathfrak{a} \text{ primitive}} \exp \left( - \frac{2\pi N a}{\sqrt{D}} \left( \frac{u_1 l^2}{r^2 q} + u_2 m^2 \right) \right).
$$

We call the contribution from the terms with $n = 0$ the diagonal part $M_0(q_1, q_2)(u_1, u_2)$. Pulling out the greatest common divisor of $l$ and $m$ we see by Mellin inversion

$$
M_0(q_1, q_2)(u_1, u_2)
= 2^{-\omega(d)} \frac{2}{w} \sum_{r/d} \sum_{\substack{m \in \mathbb{N} \, \text{prime} \, \text{of} \, (r^2 q, l) \, \text{primary} \, \text{in} \, (l, m) = 1}} \exp \left( - \frac{2\pi N a}{\sqrt{D}} \left( \frac{u_1 l^2}{r^2 q} + u_2 m^2 \right) \right)
$$

$$
= 2^{-\omega(d)} \frac{2}{w} \sum_{r/d} \frac{1}{2\pi i} \int_{(2)} \Phi(v, 1) \sum_{(l, m) = 1} \left( \frac{u_1 l^2}{r^2 q} + u_2 m^2 \right) \frac{r^2 q}{(r^2 q, l)}^{-v} dv
$$

(3.7)

where $\Phi$ is given by (3.2). Using the Mellin inversion formula for the Euler beta-function, the sum over $l$ and $m$ can be rewritten as

$$
\sum_{l \in \mathbb{N}} \frac{r^2 q}{(r^2 q, l)}^{-v} \sum_{m \in \mathbb{N}} \frac{1}{\Gamma(v)} \frac{1}{2\pi i} \int_{(1)} \Gamma(z) \Gamma(v - z) \left( \frac{u_1 l^2}{r^2 q} \right)^{-z} (u_2 m^2)^{z-v} dz
$$

$$
= \frac{1}{\Gamma(v)} \frac{1}{2\pi i} \int_{(1)} \Gamma(z) \Gamma(v - z) u_1^{-v} u_2^{z-v} (r^2 q)^{z-v} \sum_{l \in \mathbb{N}} \frac{(r^2 q, l)^v}{l^{2z}} \sum_{m \in \mathbb{N}} \frac{1}{m^{2v-2z}} dz.
$$

(3.8)

Here and in the following we may change the order of integration and summation because of absolute convergence. The double sum in (3.8) equals

$$
\zeta(2v - 2z) \sum_{l \in \mathbb{N}} \frac{(r^2 q, l)^v}{l^{2z}} \Pi_{p \mid l} (1 - p^{2z-2v}) = \zeta(2v - 2z) \zeta(2z) \frac{\zeta(2z)}{\zeta(2v)} T(r^2 q; z, v)
$$

where

$$
T(n; z, v) = \prod_{p \mid n} \frac{1 - p^{-2z}}{1 - p^{-2v}} \left( 1 + (1 - p^{2z-2v}) \left( \sum_{k=1}^{\gamma-1} \frac{p^{kv}}{p^{2kz}} + \sum_{k=\gamma}^{\infty} \frac{p^{kv}}{p^{2kz}} \right) \right),
$$
i.e.
\[ T(r^2q; z, v) = \prod_{p \mid q} \frac{p^v + p^{2v-2z}}{p^v + 1} \prod_{p \mid r} \frac{p^{3v-4z} + p^v - p^{v-2z} + p^{2v-2z}}{p^v + 1} \]  
(3.9)

for coprime, squarefree integers \( q, r \). By (3.5) and (3.7) we thus obtain as the diagonal contribution \( M_0^{(q_1, q_2)} \) to \( M^{(q_1, q_2)} \)
\[ M_0^{(q_1, q_2)} = 4 \int_1^\infty \int_1^\infty (u_1 u_2)^{-1/2} 2^{-\omega(d)} \frac{2}{w} \sum_{r \mid d, \frac{r}{d} \neq 2} \frac{1}{2\pi i} \int_{(2)} \Phi(v, 1) \times (3.8) \ d\nu_1 d\nu_2 \]
\[ = 2^{-\omega(d)} \frac{8}{w} \sum_{r \mid d} \frac{1}{2\pi i} \int_{(2)} \left( \frac{\sqrt{D}}{2\pi r^2 q} \right)^v \frac{\zeta(v)}{\zeta(2v)} L(v, \chi_D) R(v) dv \]

with
\[ R(v) := \frac{1}{2\pi i} \int_{(1)} \frac{\Gamma(z) \Gamma(v-z) \zeta(2z) \zeta(2(v-z)) (r^2 q)^z T(r^2 q; z, v)}{(z - \frac{1}{2}) (v - z - \frac{1}{2})} dv. \]  
(3.10)

The integrand in (3.10) has a double pole at \( z = 1/2 \), and we decompose \( R(v) = R_1(v) + R_2(v) \) where
\[ R_1(v) := \text{res}_{z=\frac{1}{2}} \frac{\Gamma(z) \Gamma(v-z) \zeta(2z) \zeta(2(v-z)) (r^2 q)^z T(r^2 q; z, v)}{(z - \frac{1}{2}) (v - z - \frac{1}{2})} \]
and \( R_2(v) \) is given by the integral in (3.10) on the line \( \Re z = \sigma \) with \( 0 < \sigma < \min(1/2, \Re v - 1/2) \). Observe that
\[ R_1(v) = \frac{\pi (r^2 q)^{1/2} T(r^2 q; 1/2, 1)}{2(v - 1)^3} + \ldots \]  
(3.11)

has a triple pole at \( v = 1 \) while \( R_2 \) is holomorphic in \( \Re v > 1/2 \). We evaluate \( M_0^{(q_1, q_2)} \) by moving the integration to the line \( \Re v = 1/2 + \varepsilon \). Here we have \( R_1(v) + R_2(v) \ll (r^2 q)^{1/2 + \varepsilon} \), hence we obtain by the Burgess inequality (3.3)
\[ M_0^{(q_1, q_2)} = 2^{-\omega(d)} \frac{8}{w} \sum_{r \mid d} \left( \text{res}_{v=1} \left( \frac{\sqrt{D}}{2\pi r^2 q} \right)^v \frac{\zeta(v)}{\zeta(2v)} L(v, \chi_D) R_1(v) \right) \]
\[ + \frac{3\sqrt{D}}{\pi^3 y^2 q} L(1, \chi_D) R_2(1) \]  
(3.12)

To evaluate the residue, we need the derivatives of \( T(r^2 q; z, v) \) at \( z = 1/2 \) and \( v = 1 \). We write \( l(p) := (\log p)(1 + O(1/p)) \). It is easy to see that
\[ T(p^7; 1/2, 1)^{-1} \frac{\partial^k}{\partial z^k} \frac{\partial^m}{\partial v^m} T(p^7; 1/2, 1) = c(m, k, \gamma)(l(p))^{m+k} \]  
(3.13)
for \( m, k \in \mathbb{N}_0 \) with a certain constant \( c(m, k, \gamma) \in \mathbb{R} \). (We have \( c(m, k, \gamma) = (-2)^k (\gamma + 1)^{-1} \sum_{\nu=1}^{\gamma} \nu^{m+k} \) if \( m + k \geq 1 \), but this is of little interest here.) For \( k \in \mathbb{N} \) we write

\[
S_k(n) = \sum_{p \mid n} l(p)^k.
\]

Let \( \mathcal{E}_j \) be the finite set of functions \( \psi(n) = \prod_{k=1}^j S_k(n)^{\nu_k} \) with \( \sum_{k=1}^j k\nu_k = j \) (e.g. \( \mathcal{E}_3 = \{ S_1(n)^3, S_1(n)S_2(n), S_3(n) \} \)). Let \( \mathcal{F}_0 = \{ 1 \} \) and \( \mathcal{F}_j (j \geq 1) \) be the \( \mathbb{Q} \)-vectorspace generated by \( \mathcal{E}_j \). Then we obtain for squarefree \( n \) by (3.13) and the rule for differentiating a product

\[
n^{\gamma/2} T(n^{\gamma; 1/2, 1})^{-1} \frac{\partial^k}{\partial z^k} \frac{\partial^m}{\partial v^m} n^{\gamma(z-v)} T(n^{\gamma; 1/2, 1}) \bigg|_{(z,v)=(1/2,1)} = \rho_{m,k,\gamma}(n)
\]

with \( \rho_{m,k,\gamma} \in \mathcal{F}_{m+k} \).

The off-diagonal part, \( M_{q_1,q_2} := M(q_1,q_2) - M_0(q_1,q_2) \), can be evaluated exactly as in [5], sections 8 - 14. We get

\[
M_{q_1,q_2} = 16hw^{-2} + 2^{-\omega(d)} \frac{12h}{\pi w^2} \sum_{r|d} \frac{I_{r^2q}}{\sqrt{r^2q}} + O((q_1q_2)^{6}D^{13/28+\varepsilon}) \quad (3.15)
\]

where

\[
I_{r^2q} = \frac{16}{2\pi i} \int_{(1/2)} \left( \frac{\sqrt{r^2q}}{2\pi} \right)^v \Gamma(v)\zeta(v)\zeta(v+1)T_1(r^2q; v)v^{-2}dv
\]

and (cf. [5], (11.5))

\[
T_1(r^2q; v) = \prod_{p|q} \frac{p+p^{1-v}}{p+1} \prod_{p|r} \frac{p+p^{1-v}+p^{1-2v}-p^{-v}}{p+1} \quad (3.16)
\]

for coprime squarefree integers \( q, r \). Note that in [5], (11.16) a factor 4 is missing. We shall see in a moment that the terms for \( I_{r^2q} \) and \( R_2(1) \) cancel completely. This lucky fact might indicate that there is a more elementary way of computing \( L_{q_1,q_2} \).

**Lemma 3.1.** We have

\[
\frac{24L(1, \chi_D)}{\pi^3 w} R_2(1) \frac{I_{r^2q}}{r^2q} + \frac{12h}{\pi w^2} \frac{I_{r^2q}}{\sqrt{r^2q}} = 0.
\]
Proof. By the class number formula we have to show
\[ \frac{1}{2\pi i} \int \frac{\Gamma(z)\Gamma(1-z)\zeta(2z)\zeta(2 - 2z)(r^2 q)^{z - \frac{1}{2}} T(r^2 q; z, 1)}{\pi \left( \frac{1}{2} - z \right)^2} dz \]
\[ = \frac{4}{2\pi i} \int \frac{\Gamma(v)\zeta(v)\zeta(1 + v)(r^2 q)^{v/2} T_1(r^2 q; v)}{(2\pi)^{v^2}} dv. \]

We write \( \theta(z) = \pi^{-z}\Gamma(z)\zeta(2z) \) and use the duplication formula of the \( \Gamma \)-function. Then the above is equivalent to
\[ \frac{1}{2\pi i} \int \frac{\theta(z)\theta(1 - z)(r^2 q)^{z - \frac{1}{2}} T(r^2 q; z, 1)}{(\frac{1}{2} - z)^2} dz \]
\[ = \frac{2}{2\pi i} \int \frac{\theta \left( \frac{y}{2} \right) \theta \left( \frac{r + 1}{2} \right) (r^2 q)^{v/2} T_1(r^2 q; v)}{v^2} dv. \]

Now we observe that \( (r^2 q)^{-v/2} T(r^2 q; \frac{1}{2} - v, 1) = (r^2 q)^{v/2} T_1(r^2 q; v) \) by (3.9) and (3.16), and \( \theta(z) = \theta(\frac{1}{2} - z) \) by the functional equation of the \( \zeta \)-function. Thus the lemma follows from a change of variables \( z \mapsto \frac{1 - z}{2} \) in the first integral.

Collecting (3.4), (3.12), (3.14), (3.15), and Lemma 3.1, we finally arrive at the following result.

**Proposition 3.2.** For coprime, squarefree integers \( q, r \) let
\[ \alpha(r^2 q) := \tau(r^2 q)^{-1} T(r^2 q; 1/2, 1) = \prod_{p | q} \frac{p}{p + 1} \prod_{p | r} \frac{p - \frac{1}{2}}{p + 1}. \]

Then
\[ L_2^{(q_1,q_2)} = 2^{-\omega(d)} \sum_{r | d} \alpha T(r^2 q) \sqrt{r^2 q} \sum_{j_1 + \ldots + j_4 \leq 3} c_{j_1,\ldots,j_4} (\log D)^{j_1} L(j_2)(1,\chi_D) \rho_{j_3}(q) \tilde{\rho}_{j_4}(r) + O(D^{-1/28 + 12\eta + \epsilon}) \]

where \( d \) and \( q \) are given by (3.6), \( c_{j_1,\ldots,j_4} \in \mathbb{R} \) and \( \rho_j, \tilde{\rho}_j \in \mathcal{F}_j \).

The constants occurring in the main term can be calculated explicitly. However, we only need to know the following which can directly be seen from (3.11) and (3.12): There is a positive constant \( C > 0 \) such that
\[ c_{3,0,0,0} = \frac{1}{8} C, \quad c_{2,1,0,0} = \frac{3}{4} C, \quad c_{1,2,0,0} = \frac{3}{2} C, \quad c_{0,3,0,0} = C. \]
4 End of the proof

In this section we choose the variables $\lambda(q)$ as to maximize the right-hand side of (2.1). To this end, we try to diagonalize the quadratic form $L_2$. For $d \in \mathbb{N}$ let

$$Q_d := \{ q \in \mathbb{N} \mid dq \in \Omega \} = \{ q \in \mathbb{Q} \mid (q,d) = 1, q \leq d^{-1}D^j \}.$$ 

We start with the following lemma.

**Lemma 4.1.** Let $\rho \in F_j$.

a) For $(q_1, q_2) = 1$ we have $\rho(q_1 q_2) = \sum_{i=0}^{j} \rho_i'(q_1) \rho_{j-i}'(q_2)$ with $\rho_i' \in F_i$.

b) We have $\sum_{f \mid g} \rho(f) \ll_j (\log \log g)^{j+1}$.

c) The Dirichlet convolution $\mu \ast \rho$ is supported on integers with at most $j$ prime divisors and satisfies $\sum_{n \leq x} \frac{|\mu \ast \rho(n)|}{n} \ll_j (\log x)^{j}$.

**Proof.** The first part of the lemma is clear since $S_j(q_1, q_2) = S_j(q_1) + S_j(q_2)$ for $(q_1, q_2) = 1$. For the second part we note that

$$\sum_{f \mid g} \frac{\rho(f)}{f} \ll \sum_{f \mid g} \frac{1}{f} \left( \sum_{p \mid f} \log p \right)^j \leq \prod_{p \mid g} \log p_1 \ldots \log p_j \sum_{f \mid g} \frac{1}{f} \ll (\log \log 3g)^{j+1}$$

where $[p_1, \ldots, p_j]$ denotes the least common multiple of $p_1, \ldots, p_j$.

The last part follows similarly by pulling out the sums over the primes in $\sum_{d \mid n} \mu(n/d) \rho(d)$ and observing that $\sum_{d \mid n} \mu(n/d)$ vanishes unless $n$ is the squarefree kernel of $p_1 \ldots p_k$. 
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By the first part of the lemma we find that

\[
\sum_{q_1, q_2 \in \Omega} \lambda(q_1) \lambda(q_2) 2^{-\omega((q_1, q_2))} \sum_{r | (q_1, q_2)} \alpha \tau \left( \frac{r^2 \cdot q_1 q_2}{(q_1, q_2)^2} \right) \rho_{j_3} \left( \frac{q_1 q_2}{(q_1, q_2)^2} \right) \tilde{\rho}_{j_4}(r)
\]

\[
= \sum_{d \in \Omega} \sum_{q_1, q_2 \in \Omega_d} \lambda(d q_1) \lambda(d q_2) 2^{-\omega(d)} \sum_{r | d} \alpha \tau \left( \frac{r^2 q_1 q_2}{q_1 q_2} \right) \rho_{j_3} (q_1 q_2) \tilde{\rho}_{j_4}(r)
\]

\[
= \sum_{i_1 + i_2 = j_3} \sum_{d \in \Omega} \sum_{j_4 \in \Omega_d} \sum_{f \in \Omega_d} \frac{\mu \alpha^2 \tau^2 \rho''(f)}{f} \sum_{q_1, q_2 \in \Omega_d} \alpha \tau \left( \frac{r^2 q_1 q_2}{q_1 q_2} \right) \rho_{j_3} (q_1 q_2) \tilde{\rho}_{j_4}(r)
\]

with \( \rho''_i, \rho''_i, \rho''_i, \in \mathcal{F}_i \). In the last step we have used that \( \sum_{f | (q_1, q_2)} \mu(f) = 0 \) unless \( (q_1, q_2) = 1 \). Let

\[
\xi_j(g) := \sum_{q \in \Omega} \frac{\alpha(q) \tau(q) \rho''_j(q)}{\sqrt{q}} \lambda(qg)
\]  

(4.1)

and

\[
h_{j_1, j_2}(g) := \sum_{df=g} \frac{\mu(f) \alpha^2(f) \tau^2(f) \rho''(f)}{f} \sum_{r | d} \frac{\alpha(r^2 \tau(r^2) \tilde{\rho}_{j_2}(r)}{r}.
\]

(4.2)

Note that \( h_{0,0} \) is a multiplicative function with \( h_{0,0}(p) = \frac{(p-1)^3}{2(p+1)^2} \). With these definitions the main term of \( L_2 \) equals

\[
\sum_{j_1 + \ldots + j_6 \leq 3} c_{j_1, j_2, j_3, j_4, j_5, j_6} (\log D)^{j_1} L^{j_2}(1, \chi-D) \sum_{g \in \Omega} h_{j_3, j_4}(g) \xi_{j_5}(g) \xi_{j_6}(g).
\]

(4.3)

We shall see below that for large \( D \) the diagonal form

\[
\sum_{j_1 + j_2 = 3} c_{j_1, j_2, 0, 0} (\log D)^{j_1} L^{j_2}(1, \chi-D) \sum_{g \in \Omega} h_{0,0}(g) \xi_0(g)^2
\]

(4.4)

is a fairly good approximation to (4.3). For \( q \in \Omega \) we have by (4.1)

\[
\lambda(q) = \sum_{f \in \Omega_q} \frac{\mu(f) \alpha(f) \tau(f)}{\sqrt{f}} \xi_0(fg),
\]

(4.5)
hence by (3.1) (for $\lambda(q) \ll 1$, say)

$$
\mathcal{L}_1 = \frac{1}{w} \sum_{q \in \mathbb{Q}} \sum_{f \in \mathbb{Q}} \frac{\mu \tau(f)}{\sqrt{q}} \xi_0(fq) \left( \log \left( \frac{\sqrt{D}}{q} \right) + c_0 \right) + O \left( Qe^{-\frac{c}{\sqrt{Q}}} \right)
$$

$$
= \frac{1}{w} \sum_{g \in \mathbb{Q}} \sum_{f \in \mathbb{Q}} \frac{\xi_0(g)}{\sqrt{g}} \sum_{f \equiv g} \mu \alpha \tau(f) \left( \log \left( \frac{\sqrt{Df}}{g} \right) + c_0 \right) + O \left( Qe^{-\frac{c}{\sqrt{Q}}} \right)
$$

$$
= \frac{1}{w} \sum_{g \in \mathbb{Q}} \mu \alpha_1(g) \left( \log(\sqrt{Dg}) + c_0 \right) + O \left( \sum_{p | g} \frac{\log p}{p} \right) \xi_0(g) + O \left( Qe^{-\frac{c}{\sqrt{Q}}} \right)
$$

(4.6)

where $\alpha_1(g) = \prod_{p | g} \frac{p + 1}{p - 1}$. Comparing (4.4) and (4.6) it seems sensible to choose

$$
\xi_0(g) := \frac{\mu (g) \alpha_1(g) \left( \log(\sqrt{Dg}) + c_0 \right)}{(\log D)^3 h_{0,0}(g) \sqrt{g}}
$$

(4.7)

for $g \in \mathbb{Q}$ so that indeed $\lambda(q) \ll q^{-\frac{1}{2} + \varepsilon}$ and

$$
L_1 \gg \frac{1}{(\log D)^3} \sum_{g \in \mathbb{Q}} \frac{\alpha_1^2(g) \left( \log(\sqrt{Dg}) + c_0 \right)^2}{g h_{0,0}(g)}
$$

(4.8)

for sufficiently large $D$. Next we estimate $L_2$. The contribution of the error term is negligible if $\eta$ is sufficiently small:

$$
\sum_{q_1, q_2 \in \mathbb{Q}} \lambda(q_1) \lambda(q_2) D^{-1/28 + 2\eta + \varepsilon} \ll D^{-1/28 + 13\eta + \varepsilon}.
$$

(4.9)

By (4.2), Lemma 4.1b and the Cauchy-Schwarz inequality we see

$$
h_{j_1, j_2}(g) \ll 2^{-\omega(g)} \sum_{f | g} \frac{\tau^3(f) \rho^m_{j_1}(f)}{f} \sum_{r | g} \frac{\tau(r^2) \tilde{\rho}_{j_2}(r)}{r} \ll h_{0,0}(g) (\log \log 3g)^A
$$

(4.10)

for a certain constant $A$ depending on $j_1$ and $j_2$. Furthermore, from (4.1), (4.5), (4.7) and Lemma 4.1c we infer

$$
\xi_j(g) = \sum_{q \in \mathbb{Q}} \frac{\alpha \tau^{\mu}(q)}{\sqrt{q}} \sum_{f \in \mathbb{Q}_{qy}} \frac{\mu \alpha \tau(f)}{\sqrt{f}} \xi_0(fqg)
$$

$$
= \sum_{n \in \mathbb{Q}} \frac{\alpha \tau(n)}{\sqrt{n}} \left( \mu * \rho_j^m(n) \xi_0(n) \right) \ll \eta^j \xi_0(g) (\log D)^j
$$

(4.11)

where the implied constant is absolute and in particular independent of $\eta$. Let $\varepsilon := \text{sign} \ L^{(j)}(1, \chi_{-D})$. Then by (4.3), (4.9), (4.10), (4.11) and Siegel’s
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lower bound for $L(1, \chi-D)$ we obtain for sufficiently small $\eta$ and sufficiently large $D$

$$L_2 \leq \sum_{j_1+j_2=3} \left( c_{j_1,j_2,0,0} + \varepsilon_{j_2} \frac{C}{20} \right) (\log D)^{j_1} L(j_2)(1, \chi-D) \sum_{g \in Q} h_{0,0}(g) \xi_0(g)^2$$

(4.12)

with $C$ as in (3.17) and

$$\sum_{g \in Q} h_{0,0}(g) \xi_0(g)^2 = \frac{1}{(\log D)^6} \sum_{g \in Q} \frac{\alpha_1^2(g)(\log(\sqrt{D}g) + c_0)^2}{gh_{0,0}(g)}. \quad (4.13)$$

To handle the higher derivatives of $L(s, \chi-D)$ we appeal to the following lemma.

**Lemma 4.2.** For $x \geq D^{1/2+\varepsilon}$ we have

$$L''(1, \chi-D) \leq P_2(\log x)L(1, \chi-D) - 2\gamma L'(1, \chi-D) + O(D^{1/4}x^{-1/2+\varepsilon}) \quad (4.14)$$

and

$$L'''(1, \chi-D) \leq 2P_3(\log x)L(1, \chi-D) + 3\tilde{P}_2(\log x)L'(1, \chi-D) + O(D^{1/4}x^{-1/2+\varepsilon}). \quad (4.15)$$

where $P_2, \tilde{P}_2, P_3$ are monic polynomials of degree 2, 2, 3, respectively.

**Proof.** Let $\zeta(s)L(s, \chi-D) = \sum r(n)/n$. Since $r(n) \geq 0$, we clearly have

$$0 \leq \sum_{n \leq x} \frac{r(n)}{n} \left( \log \frac{x}{n} \right)^{j+1} \leq \log x \sum_{n \leq x} \frac{r(n)}{n} \left( \log \frac{x}{n} \right)^j$$

for $j \in \mathbb{N}_0$ and $x \geq 1$. The lemma follows by evaluating these terms for $x \geq D^{1/2+\varepsilon}$: From [14], Lemma 1, we cite

$$\sum_{n \leq x} \frac{r(n)}{n} = L'(1, \chi-D) + (\log x + \gamma)L(1, \chi-D) + O(x^{-1/2+\varepsilon}D^{1/4}),$$

while for $j \geq 1$ we use the inversion formula

$$\sum_{n \leq x} \frac{r(n)}{n} \left( \log \frac{x}{n} \right)^j = \frac{1}{2\pi i} \int_{(2)} \zeta(s+1)L(s+1, \chi-D) \frac{x^s}{s^{j+1}} ds.$$}

Shifting the contour to $\Re s = -1/2$ and using standard (convexity) estimates for the growth of $\zeta(s)$ and $L(s, \chi-D)$ on the critical line, we see

$$\sum_{n \leq x} \frac{r(n)}{n} \left( \log \frac{x}{n} \right)^j = \operatorname{res}_{s=0} \zeta(s+1)L(s+1, \chi-D) \frac{x^s}{s^{j+1}} + O \left( x^{-1/2+\varepsilon}D^{1/4} \right)$$
for all \( j \geq 1 \) where
\[
\text{res}_{s=0} \zeta(s + 1)L(s + 1, \chi_D) \frac{x^s}{s^2}
= L(1, \chi_D) \left( \frac{1}{2} \log x + c_1 \right) + L'(1, \chi_D) \left( \log x + \gamma \right) + \frac{1}{2} L''(1, \chi_D),
\]
\[
\text{res}_{s=0} \zeta(s + 1)L(s + 1, \chi_D) \frac{x^s}{s^3}
= L(1, \chi_D) \left( \frac{1}{6} \log x^3 + \frac{\gamma}{2} \log x + c_1 \log x + c_2 \right)
+ L'(1, \chi_D) \left( \frac{1}{2} \log x^2 + \gamma \log x + c_1 \right) + \frac{1}{2} L''(1, \chi_D) \log x + \gamma + \frac{1}{6} L''(1, \chi_D)
\]
for certain constants \( c_1, c_2 \).

Now we choose \( x = D^{3/5} \) in (4.14) and \( x = D \) in (4.15). Together with (3.17), (4.12), and (4.13) we obtain
\[
L_2^2 \ll \left( 3 \frac{L(1, \chi_D) \log D + L'(1, \chi_D)}{(\log D)^2} \right)^{-1} \sum_{g \in \mathcal{Q}} \frac{\alpha_2^2(g)(\log \sqrt{D}g) + c_0)^2}{gh_{0,0}(g)},
\]
so that by (4.8) and (4.16)
\[
L_1^2 L_2^{-1} \gg \left( \frac{3}{4} L(1, \chi_D) \log D + L'(1, \chi_D) \right)^{-1} \sum_{g \in \mathcal{Q}} \frac{\alpha_2^2(g)(\log \sqrt{D}g) + c_0)^2}{gh_{0,0}(g)(\log D)^2}
\]
\[
\gg \left( \frac{3}{4} L(1, \chi_D) \log D + L'(1, \chi_D) \right)^{-1} \sum_{g \in \mathcal{Q}} \frac{\alpha_2(g)\tau(g)}{g}
\]
where \( \alpha_2(g) = \prod_{p \mid g} \frac{p}{p-1} \). Our mollifier has only length \( D^\eta \) with small \( \eta \).
To evaluate the sum on the right side of (4.17) in terms of \( L(1, \chi_D) \) and \( L'(1, \chi_D) \) we would therefore need a kind of Lindelöf hypothesis. However, to keep the proof unconditional, we proceed as follows. For \( \Re s > 1 \) we have
\[
\sum_{p \mid g \Rightarrow \chi_{-2D}(p) = 1} \frac{\alpha_2(g)\tau(g)\mu^2(g)}{g^s} = \prod_{\chi_{-D}(p) = 1} \left( 1 + \frac{2\alpha_2(p)}{p^s} \right)
\]
\[
= \zeta(s)L(s, \chi_D) \prod_{p \mid D} \left( 1 - \frac{1}{p^s} \right) H(s)
\]
where \( H \) is holomorphic in \( \Re s \geq 1/2 + \varepsilon \) and bounded uniformly in \( D \). Let
\[
\mathcal{Q}^* := \{ g \leq D \mid \mu^2(g) = 1, (p \mid g \Rightarrow p > 3 \text{ and } \chi_{-D}(p) = 1) \}.\]
Then we find by contour integration and Siegel’s theorem

\[
\sum_{g \in \mathcal{Q}^*} \frac{\alpha_2(g)\tau(g)}{g} = H(1) \prod_{p \mid D} \left(1 - \frac{1}{p}\right) \left(L(1, \chi_D) \left((\log D) + O \left(1 + \sum_{p \mid D} \frac{\log p}{p}\right)\right) + L'(1, \chi_D)\right)
\]

\[\geq \prod_{p \mid D} \left(1 - \frac{1}{p}\right) \left(\frac{3}{4} L(1, \chi_D)(\log D) + L'(1, \chi_D)\right),\]

hence

\[
\mathbb{L}_2^2 \mathbb{L}_2^{-1} \geq \prod_{p \mid D} \left(1 - \frac{1}{p}\right) \left(\sum_{g \in \mathcal{Q}^*} \frac{\alpha_2(g)\tau(g)}{g}\right)^{-1} \sum_{g \in \mathcal{Q}^*} \frac{\alpha_2(g)\tau(g)}{g}. \quad (4.18)
\]

Let \( \mathcal{P} \) be any set of primes in the interval \([1, x]\), \( P := \prod_{p \in \mathcal{P}} p \), and \( \beta \) be a multiplicative function supported on squarefree numbers. Suppose that \( 0 \leq \beta(p) < p \) for all \( p \). Then we have for \( p \not\in \mathcal{P} \)

\[
\sum_{n \leq x} \frac{\beta(n)}{n} = \sum_{n \leq x} \frac{\beta(n)}{n} - \sum_{n \leq x/p} \frac{\beta(pn)}{pn} \geq \left(1 - \frac{\beta(p)}{p}\right) \sum_{n \leq x} \frac{\beta(n)}{n}.
\]

Inductively we find

\[
\prod_{p \leq x} \left(1 - \frac{\beta(p)}{p}\right)^{-1} \geq \sum_{n \leq x} \frac{\beta(n)}{n} \geq \prod_{p \in \mathcal{P}} \left(1 - \frac{\beta(p)}{p}\right) \sum_{n \leq x} \frac{\beta(n)}{n}.
\]

Now we choose \( \mathcal{P} = \{p \leq D^\eta \mid \chi_D(p) \neq 1\} \) and \( \beta(n) = \alpha_2(n)\tau(n)\mu^2(n) \) if \( 6 \nmid n \), \( \beta(n) = 0 \) if \( 6 \mid n \). Then we obtain

\[
\left(\sum_{g \in \mathcal{Q}^*} \frac{\alpha_2(g)\tau(g)}{g}\right)^{-1} \sum_{g \in \mathcal{Q}^*} \frac{\alpha_2(g)\tau(g)}{g} \geq \prod_{p \leq D} \left(1 - \frac{\alpha_2\tau(p)}{p}\right) \prod_{p \in \mathcal{P}} \left(1 - \frac{\alpha_2\tau(p)}{p}\right) \sum_{n \leq D^\eta} \frac{\alpha_2\tau(n)}{n} \gg \eta^2
\]

by standard estimates. Inserting this into (4.18) completes the proof.
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