
Rooted cylinder ribbons

Tammo tom Dieck

This paper deals with the interrelation between the following areas
(1) Braids, knots, tangles, ribbons, and graphs. Their invariants.
(2) Tensor categories with braiding and duality.
(3) Quantum groups and their representations.
(4) Towers of algebras. Traces.

It is based on the general idea that there (should) exist parallel theories modelled
(at least) on series of classical or more general root system data. The Artin
braid group belongs to the A-series. It is easy to define braid groups, Coxeter
groups, Hecke algebras for general Coxeter matrices. For those Coxeter matrices
which give raise to finite reflection groups the associated braid groups are, by a
theorem of Brieskorn [2], fundamental groups of the regular orbits of the reflection
representation of the Coxeter group (Weyl group). Elements of the fundamental
groups can in some cases be interpreted as braids. The Coxeter graph An−1 yields
the Artin braid group ZAn−1 of braids with n strings. The graph Bn yields the
braid group ZBn of braids in the cylinder with n strings. Some aspects of (1) –
(4) above can be extended from the usual A-case to quite general Coxeter graphs.
It is the purpose of this paper to demonstrate that at least the B-case leads to
an extension of the classical situation in many respects. The material has been
chosen such that specific results can be obtained without extensive technical
work.

The additional structure of the B-case is in one way or the other related to
the axis of the cylinder. (The term “rooted” refers to tangle components which
end on the axis.) This is obvious for the geometrical part. The main point here
is to find analogous structures in tensor categories, representations of quantum
groups, and suitable algebras. One of the main notions is that of a cylinder
braiding.

We first describe geometrical categories of tangles and ribbons. The presen-
tation is partly heuristic based on geometric evidence. Formal proofs would lead
too far afield. Thereafter we collect the categorical notions behind the geometry.
We then treat the extension of the Kauffman bracket and skein theory (Kauff-
man polynomial). Most of the applications are concerned with the view point of
representations of categories by modules over quantum groups. For simplicity we
restrict mainly to the sl2-case. This choice of material should be most convincing
since (at first sight apparently) innocent geometrical ideas lead finally to subtle
algebraic identities. Among other things we obtain an algebraic description (= a
faithful representation) of the B-type Temperley-Lieb category.
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1 Categories of ribbons

We recall some standard notions about tangles, ribbons and the associated tensor
categories. A (k, l)-tangle is (a smooth isotopy class relative to the boundary of)
a compact one-dimensional submanifold of C × [0, 1] such that the set of its
boundary points is {1, . . . , k} × 0 ∪ {1, . . . , l} × 1. A ribbon is a tangle with a
normal framing; the framing vector at the boundary always points to −∞. In
the graphical calculus a tangle is represented by a generic immersion of a one-
manifold into the strip ]0,∞[×[0, 1] together with overcrossing information at
the double points. (For our applications it is convenient not to use immersions
into R × [0, 1].) The tangles or ribbons and their graphical analogues form a
tensor category. Objects are the natural numbers and the morphisms from k to
l are the (k, l)-tangles or ribbons. There are oriented versions. For simplicity we
mainly work with unoriented objects in this paper. We refer to Turaev [20] and
[21, Ch.I] for detailed back ground information about these tensor categories and
their presentation by generators and relations. The graphical category of ribbons
will be denoted by RA.

In this paper we are concerned with tangles and ribbons in the cylinder
C∗ × [0, 1]. The definition of tangles and ribbons is completely analogous to the
ordinary case recalled above. The only difference is that now everything takes
place in the cylinder C∗ × [0, 1].

We use two versions of a graphical calculus for cylinder ribbons. The first one
is based on generic immersions into R×[0, 1] which are symmetric with respect to
the axis 0× [0, 1]. This setting was already used in [3]. There are two additional
Reidemeister type moves. They are represented graphically as follows (the axis
is dotted).
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This first relation is called the four braid relation. In order to understand the
twist in the right part of the next figure observe that the untwisting of the left
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part is by a rotation about 180◦.
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The second relation also has an upside-down version. We call these the untwist
relation.

Because of the Z/2-symmetry of the figures it suffices to consider essentially
the part in [0,∞[×[0, 1]. This leads to the second version of the graphical calculus
(compare [17]). A symmetric crossing of the axis will then be represented by the
left part of the next figure.
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The first version is obtained from the second one by taking the two-fold covering
ramified along the axis. One could also pass to the universal covering of the
cylinder; this would yield infinite but periodic tangles.

The trefoil has a symmetric picture with three crossings on the axis. In the
second version this becomes an unknotted circle which winds two times about the
axis. The symmetric Hopf link corresponds to an unknotted circle which winds
about the axis just once. The figure eight knot has a symmetric representative
with the axis passing the knot twice. This is not allowed at present but later
when we consider rooted tangles.

The category of these cylinder ribbons will be denoted by RB. The letters A
and B in RA, RB refer to Coxeter graphs of type A, B. The reason is that the
corresponding braid groups are part of these ribbon categories.

We can place an ordinary graph to the right of a cylinder ribbon graph with-
out producing new double points. This process makes RB into a tensor module
category over RA; see the formal definitions in the next section. Actually, by
placing one cylinder into a second one we can make RB into a tensor category.
It turns out that this is not suitable for our purposes. Again there are oriented
versions. The natural framing of the strand in version 2 above (intendend in the
drawing) is the one where the normal vector always points to the axis. If we
intend to draw this with the black board framing, then we have to add a twist.
But the natural framing of the components which do not touch the axis is the
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black board framing. This convention has to be kept in mind when the figures in
this text are interpreted.

If one wants to develop skein invariants for cylinder ribbons (as we will do),
one is led to consider more general ribbons. They will be called rooted cylinder
ribbons. These are framed tangles represented by embeddings of compact one-
manifolds in C × [0, 1] where the circle components are contained in C∗× ]0, 1[
and the interval components have their boundary points in ]0,∞[×{0, 1} ∪
{0}× ]0, 1[ . Thus, some components may have one or two boundary points
on the interior of the axis. An isotopy is allowed to move the points on the
axis, the isotopy respects the axis setwise but not poinwise. The graphical
calculus uses immersions into [0,∞[× ]0, 1[ , except that there may be some
crossings of the axis as for RB. Let RRB denote the graphical category of
rooted cylinder ribbons. Again this is a tensor module category over RA. We
point out that the objects of the categories under consideration are the nat-
ural numbers n ∈ N0 and a morphism from k to l is a ribbon graph Γ with
Γ ∩ (R × [0, 1]) = {1, . . . , k} × 0 ∪ {1, . . . , l} × 1. The symbol 1n denotes the
identity of the object n of RRB.

The basis of this paper is the description of RRB as a tensor module category
over RA by generators and relations. The generators of RA are
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For RB one only needs the additional generators F, F−1. The relations for the
generators of RA are known [20, 21]. The following version suffices for the unori-
ented category.

(1.1) Relations for RA.
(1) XX−1 = 12 = X−1X
(2) (X ⊗ 11)(11 ⊗X)(X ⊗ 11) = (11 ⊗X)(X ⊗ 11)(11 ⊗X)
(3) (11 ⊗ f)(k ⊗ 11) = 11 = (f ⊗ 11)(11 ⊗ k)
(4) (f ⊗ 11) = (11 ⊗ f)(X±1 ⊗ 11)(11 ⊗X±1)

(k ⊗ 11) = (X±1 ⊗ 11)(11 ⊗X±1)(11 ⊗ k)

The additional relations involving F, F−1, κ, ϕ are as follows. For RB one only
needs (1), (2), and (3).

(1.2) Additional relations for RRB.
(1) FF−1 = 11 = F−1F
(2) X2 := X(F ⊗ 11)X(F ⊗ 11) = (F ⊗ 11)X(F ⊗ 11)X
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(3) X2k = k, fX2 = f
(4) (ϕ⊗ 11)k = κ, f(κ⊗ 11) = ϕ
(5) Fκ = κ, ϕF = ϕ
(6) X(F ⊗ 11)X(κ⊗ 11) = (κ⊗ 11)F, (ϕ⊗ 11)X(F ⊗ 11)X = F (ϕ⊗ 11)

We do not prove in this paper that (1.2) contains a complete set of additional
relations since our interest is in algebraic realizations of the relations. We have
already illustrated (2) and (3) as the four braid relation and the untwist relation.
Here are figures for (4), (5), and (6). There are also upside-down versions.
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A skein invariant for (0, 0)-ribbons in RRB with values in a commutative ring K

in the spirit of the Kauffman polynomial [14] introduces additional local relations
(written in terms of generators) as follows. The symbols C1, . . . , C9 are suitable
parameters in K; but they cannot be chosen arbitrarily.

(1.3) Skein relations.
(1) X −X−1 = C1(12 − kf)
(2) fX = C2f, Xk = C2k
(3) fk = C310

(4) C−1
4 F + C4F

−1 = C5(κϕ− 11)
(5) ϕκ = C610

(6) C7((ϕ⊗ 11)X(κ⊗ 11)− κϕ) = C811 + C9F

A version of relation (1.3.6) is due to Häring-Oldenburg [9]. The local modifi-
cations of the Kauffman polynomial are (1.3.1), (1.3.2), and (1.3.3). One can, of
course, contemplate other skein relations; compare sections 4 and 10.

(1.4) Proposition. Relations of the type above suffice to compute the value of
a rooted cylinder (0, 0)-ribbon.
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Proof. By the ordinary theory and relation (1.3.6) we can remove all crossings
which do not lie on the axis. What remains are circles which wind around the
axis, say n times. The relation (1.3.6) is now used to evaluate such ribbons by
induction on n, in the presence of the other axioms. The value of f(F ⊗ 1)k is
C−1

9 C3((C
−1
2 − 1)C7 − C8). 2

Later we shall construct examples of skein invariants via representations of
categories. It would be interesting to extend the geometric methods of [14].

In order to discuss the role of the parameters one can immitate the construc-
tion of the Birman-Wenzl algebras [1] in our situation. The detailed analysis of
these and more general algebras is carried out in [9]. Coherence of the axioms
and geometry tell that the following is a reasonable set of relations between the
parameters. We defer a justification to section 10.

(1.5) Relations between parameters.
(1) C2 − C−1

2 = C1(1− C3)
(2) C4 + C−1

4 = C5(C6 − 1)
(3) C2C

2
4 = 1

(4) C5 = C7

(5) C8 = C1C4

(6) C9 = −C1C
−1
4

In section 3 we construct a certain representation of RRB which yields

(1.6) Theorem. There exists a skein invariant of RRB with parameters C1 =
q2 − q−2, C2 = q−4, C4 = q2, C5 = ρ2 + ρ−2. The other values are given by the
relations above. (Here q and ρ are suitable elements in a commutative ring.)

2 Tensor categories with cylinder braiding

This section collects the categorical notions which are behind the geometry of
the previous section.

Let A = (A,⊗, I, a, r, l) be a tensor category. In this notation, ⊗ is the tensor
product functor, I the neutral object, a: (X ⊗ Y ) ⊗ Z → X ⊗ (Y ⊗ Z) the
associativity isomorphism, l: I ⊗ X → X the left unit and r: X ⊗ I → X the
right unit isomorphism. For the axioms of a tensor category (pentagon, triangle)
see [12, XI.2 ]. Let B be another category.

We use functors ∗: B×A → B in two variables and denote them by (Y,X) 7→
Y ∗X and (f, g) 7→ f ∗g on objects and morphisms. We shall also use the ⊗-sign
instead of ∗ and call the functor ∗ a tensor product.

Definition. A right action (∗, α, ρ) of A on B consists of a functor ∗: B×A → B,
a natural isomorphism in three variables

α = αU,V,W : (U ∗ V ) ∗W → U ∗ (V ⊗W ), U ∈ Ob(B), V, W ∈ Ob(A),

and a natural isomorphism ρ = ρX : X ∗ I → X, X ∈ Ob(B), such that the
following axioms hold (pentagon (2.1), triangle (2.2)):
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(2.1) Given four objects U ∈ Ob(B) and V, W, X ∈ Ob(A), the diagram

((U ∗ V ) ∗W ) ∗X -α
(U ∗ V ) ∗ (W ⊗X) -α

U ∗ (V ⊗ (W ⊗X))

?

α⊗ id
6
id⊗a

(U ∗ (V ⊗W )) ∗X -α
U ∗ ((V ⊗W )⊗X)

is commutative.

(2.2) Given two objects U ∈ Ob(B), V ∈ Ob(A), the diagram

(U ∗ I) ∗ V α - U ∗ (I ⊗ V )

?

ρU ∗ id
?

id⊗lV

U ∗ V -id
U ∗ V

is commutative.
The action is called strict, if A is a strict tensor category and α and ρ are the
identity.

A category B together with a right action of A on B is called a right tensor
module category over A, or right A-module for short. The tensor module is called
strict, if the action is strict. 3

There is, of course, an analogous definition of a left action. But note that
in this case α changes brackets from right to left. Either one uses the same
convention for a or one has to work with a−1. A tensor category acts on itself by
∗ = ⊗, α = a, and ρ = r.

Let A and A′ be tensor categories and T = (T, ϕ, i): A → A′ a tensor functor,
consisting of a functor T : A → A′, a natural isomorphism ϕA,B: TA ⊗ TB →
T (A ⊗ B), and an isomorphism i: T (IC) → TD, see [12, XI.4]. Let B be a right
A-module and B′ a right A′-module.

Definition. A T -tensor module functor (U, ω): B → B′ consists of a functor
U : B → B′ and a natural isomorphism ω: U(X) ∗ T (A) → U(X ∗ A) such that
the diagrams

(UA ∗ TB) ∗ TC -
αUX,TB,TC

UA ∗ (TB ⊗ TC)

?

ω ⊗ 1
?

1⊗ ϕ

U(A ∗B) ∗ TC UA ∗ T (B ⊗ C)

?

ω
?

ω

U((A ∗B) ∗ C) -
U(αA,B,C)

U(A ∗ (B ⊗ C))
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U(V ) ∗ TIC
-

1⊗ i
U(V ) ∗ ID

?

ω
?

ρ′

U(V ∗ IC) -
U(ρ)

U(V )

are commutative. 3

Recall the notion of a braided tensor category [12, XIII.1] From now on we
work with the following data:

(1) (A, z) is a braided tensor category. The braiding z consists of natural
isomorphisms zX,Y : X ⊗ Y → Y ⊗X.

(2) (B, ∗, α, ρ) is a right A-module.
(3) A is a subcategory of B with Ob(A) = Ob(B).
(4) ∗, α, ρ restrict to ⊗, a, r on A× A.

A B-endomorphism t of A is a family of morphisms tX ∈ MorB(X, X) such
that for f ∈ MorA(X, Y ) the naturality tY f = ftX holds.

Definition. A cylinder twist for (B, A) consists of a B-automorphism t of A

such that for each pair X, Y of objects the following relations hold:

(2.3) zY,X(tY ⊗ 1X)zX,Y (tX ⊗ 1Y ) = (tX ⊗ 1Y )zY,X(tY ⊗ 1X)zX,Y

(2.4) (tX ⊗ 1Y )zY,X(tY ⊗ 1X)zX,Y = tX⊗Y .

The first equation is called the four braid relation for X, Y . A pair (B, A) as above
together with a cylinder twist t is called a tensor pair with cylinder braiding. 3

Recall the notion of a left duality (b, d) and a right duality (a, c) in a tensor
category A [12, XIV.2]. We use V ∗ for the dual object of V in a left duality and
V # for the dual object in a right duality.

Definition. Suppose that A is provided with a left duality (b, d). A cylinder
twist is compatible with the left duality if the following holds:

(2.5)
dX(tX∗ ⊗ 1)zX,X∗(tX ⊗ 1)zX∗,X = dX

zX∗,X(tX∗ ⊗ 1)zX,X∗(tX ⊗ 1)bX = bX .

Note that these relations involve terms which appear in (2.3). Thus, by (2.3), we
could require instead

(2.6) dX tX∗⊗X = dX , tX⊗X∗ bX = bX .

Similarly, compatibility with a right duality (a, c) is defined by the relations

(2.7) cX tX⊗X# = cX , tX#⊗X aX = aX .

The relation

(2.8) tI = id
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is called compatibility of t with the neutral object. 3

(2.9) Note. If t is compatible with the neutral object, then also with duality.

Proof. Since bX : I → X ⊗ X∗ is a morphism in A and t a B-automorphism,
we have tX⊗X∗bX = bXtI = bX which is one of the relations in (2.6). Similarly
for the other assertions. 2

(2.10) Proposition. The relation (tX ⊗ 1)zY,X(tY ⊗ 1X)zX,Y = tX⊗Y implies
the four braid relation.

Proof. Since zX⊗Y is a morphism of A we have the naturality of t

tY⊗XzX,Y = zX,Y tX⊗Y .

We compose both sides of the hypothesis (2.10) from the left with zX,Y and from
the right with z−1

X,Y , use the naturality of t, and obtain

tY⊗X = zX,Y (tX ⊗ 1)zY,X(tY ⊗ 1).

We interchange X and Y in this relation and compare it with the hypothesis.
The four braid relation drops out. 2

One can use (2.5) to express tX∗ in terms of tX . The result is as follows:

tX∗ = ((dxz
−1
X∗,X(t−1

X ⊗ 1)z−1
X,X∗)⊗ 1) ◦ (1⊗ bX)

t−1
X∗ = ((dxzX,X∗(tX ⊗ 1)zX∗,X)⊗ 1) ◦ (1⊗ bX)

In a similar manner one can express t±1
X in terms of t±1

X∗ .

Definition. A left duality for (B, A) consists of
(1) A left duality (b, d) for A.
(2) A pair of morphisms in B βX : I → X∗, δX : X → I for each object X in

A.
These data are assumed to satisfy the following axioms:

(2.11) dX(βX ⊗ 1X) = δX , (δX ⊗ 1X∗)bX = βX

(2.12) βX⊗Y = (βX ⊗ 1Y )βY , δX⊗Y = δY (δX ⊗ 1Y ).

We call δX a rooting and βX a corooting of X. 3

Definition. A left duality for (B, A) satisfying

(2.13) δXtX = δX , tXβX = βX

(2.14)
zY,X(tY ⊗ 1)zX,Y (βX ⊗ 1) = (βX ⊗ 1)tY
(δX ⊗ 1)zY,X(tY ⊗ 1)zX,Y = tY (δX ⊗ 1).

is called compatible with a cylinder braiding. 3

9



(2.15) Proposition. In the presence of the other axioms (2.14) is equivalent
to

tX⊗Y (βX ⊗ 1) = (βX ⊗ 1)tY , tY (δX ⊗ 1) = (δX ⊗ 1)tX⊗Y .

Proof. We apply tX ⊗1 to the first equation in (2.14) and use (2.4) and (2.13).
This yields the first identity in the proposition. And conversely. 2

With the help of (2.15) we see that (2.12) and (2.13) are compatible.
There are similar axioms for a right duality (a, c, α: I → X, γ: X∗ → I). We

replace the axioms (2.11) by

(2.16) cX(αX ⊗ 1X∗) = γX , (γX ⊗ 1X)aX = αX .

If the category has a left duality and a twist, we can take in this case the asso-
ciated right duality [12, XIV.3].

One can use the notions of this section to define coloured ribbons based on
RRB in the sense of [21]. The geometry of the first section leads to a graphical
calculus for the categories. In general one has to incorporate orientations.

3 A representation of rooted cylinder ribbons

We construct a tensor module functor from the category of unoriented rooted
cylinder ribbons. As an application we obtain a skein invariant.

Let U = Uq(sl2) be the quantum enveloping algebra over the field K of charac-
teristic zero (for simplicity) generated by K, K−1, E, F with relations KK−1 =
K−1K = 1, KE = q2EK, KF = q−2FK, EF −FE = (K−K−1)/(q− q−1). We
assume that q 6= 0 is not a root of unity. See [11] for more information.

Let Vn be the left U -module with basis x0, x1, . . . , xn and action F (xi) =
[i+1]xi+1, E(xi) = [n−i+1]xi−1, Kxi = qn−2ixi. Here [k] = (qk−q−k)/(q−q−1).
The universal R-matrix is the operator

R = qH⊗H/2
∑
n≥0

qn(n−1)/2 (q − q−1)n

[n]!
F n ⊗ En

on finite-dimensional U -modules. It makes the category of these modules into
a braided tensor category. The operator qH⊗H/2 acts on the tensor product of
weight spaces Mm⊗Nn as multiplication by qmn/2. (The weight space Mm of M
is the K-eigenspace of M for the eigenvalue qm.)

The representation of the category RRB is based on the module V = V2. We
use the basis w0 = x0, w1 = (1+q−2)1/2x1, w2 = x2. In general, we use on V ⊗W
the antilexicographical basis in order to display matrices. The universal R-matrix
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then gives the following R-matrix X on V ⊗ V in the antilexicographical basis

q2

0 1
0 q−2

1 δ∗

1 λ
0 1

q−2 λ µ
1 δ∗

q2

with δ∗ = q2 − q−2, µ = δ∗(1 − q−2), λ = q−1δ∗. From the properties of the
universal R-matrix we see that X is a Yang-Baxter operator, i. e. it satisfies
(1.1.2). It consists of blocks of size 1, 2, and 3 and satisfies the characteristic
equation (X − q−4)(X − q2)(X + q−2) = 0. An eigenvector for the eigenvalue q−4

is (0, 0,−q, 0, 1, 0,−q−1, 0, 0). We therefore define a linear map f : V ⊗ V → K

with this matrix and a linear map k: K → V ⊗ V with the transposed matrix
(1 ∈ K basis). We have a decomposition V ⊗V = V4⊕V2⊕V0 of U -modules [12,
VII.7]. Here V4, V2, V0 are the eigenspaces of X for the eigenvalues q2,−q−2, q−4.
In particular, f and k are morphisms of U -modules. They satisfy the duality
relations (1.1.3). Since f and k are U -linear, the naturality of the braiding yields
the relations (1.1.4). Therefore we see:

(3.1) Proposition. We obtain a tensor representation of the category RA of
unoriented ribbon tangles if we map the generators X, f, k to the linear maps
above with the same names. This representation leads to the Kauffman polynomial
with local modifications (1.3) and parameters C1 = q2−q−2, C2 = q−4, C3 = [3].2

Our aim is to extend this representation to a representation of RRB. Let F
be the following 3× 3-matrix

F =

 0 0 −q
0 −q2 −p3ωθ
−q −p3ωθ 1− q2 − q2θ2


with ω =

√
[2] =

√
q + q−1, θ = ρ − ρ−1, and p = q1/2. The inverse of F is the

matrix

F−1 =

 1− q−2 − q−2θ2 p−3ωθ −q−1

p−3ωθ −q−2 0
−q−1 0 0


and is obtained from F by reflection in the codiagonal and p 7→ p−1, ρ 7→ ρ−1.
The matrix F satisfies the equation (F − 1)(F + q2ρ2)(F + q2ρ−2) = 0.

An eigenvector of F for the eigenvalue 1 is (pω, θ,−p−1ω). We therefore define
linear maps κ: K → V and ϕ: V → K with this matrix divided by

√
ρ2 + ρ−2 and

its transpose. These normalizations yield the identities (1.2.5).
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The basic property of the matrix F is the four braid relation (1.2.2) (with
Y = F ⊗ 1)

(3.2) XY XY = Y XY X.

This can be verified by computation. The amount of computation can be reduced
by the machinery of [8]. We point out that F is not an endomorphism of the U -
module V = V2. One verifies the duality relations (1.2.4).

As an aid for further computations we display the matrix of XY X. For its
general structure see [5]. We use the abbreviation γ = 1 − q2 − q2θ2. The four
braid relation (3.2) is equivalent to the fact that each block in the following
matrix commutes with F .

XY X =

 0 0 −qI
0 −q2I M
−qI M N


with

M =

 −p−1ωθ −qδ∗ 0
−qδ∗ −p3ωθ −q2δ∗

0 −q2δ∗ −p7ωθ


N =

 q−4γ − q2λ2 −p3λωθ −q3µ
−p3λωθ γ − q2δ∗2 −p7ωθδ∗

−q3µ −p7ωθδ∗ q4γ

 .

Using this matrix the reader can verify (1.2.6). One can also use this matrix to
verify (1.2.3) in the form XY Xk = Y −1k. These relations are quite unlikely from
the computational point of view. Therefore we explain the structure of this result
in a moment. If we collect the results obtained so far we see:

(3.3) Proposition. If we map the generators F , κ, and ϕ to the linear maps
with the same name we obtain a tensor representation Φ of RRB into the category
of K-vector spaces which extends the representation (3.1). 2

Finally, we explain the skein relations. We define a matrix E by

(ρ2 + ρ−2)(E − I) = q−2F + q2F−1,

see (1.3.4). Then

(3.4) (ρ2 + ρ−2)E =

 q[2] pωθ −[2]
pωθ θ2 −p−1ωθ
−[2] −p−1ωθ q−1[2]

 .

We have the following identities, in particular (1.3.5),

(3.5) E = κϕ, ϕκ =

(
q2 + q−2

ρ2 + ρ−2
+ 1

)
10, EF = FE = E .

12



One computes that the operator (ρ2 + ρ−2)(ϕ ⊗ 1)X(κ ⊗ 1) has the following
matrix

Z =

 q3[2] pωθ −q−2[2]
pωθ q[2]δ∗ + θ2 pωλθ − p−1wθ

−q−2[2] pωλθ − p−1ωθ q[2]µ + θ2δ∗ + q[2]

 .

Using this, the following skein relation of type (1.3.6) is easily verified

(3.6) (ρ2 + ρ−2)(Z − E) = (q4 − 1)I + (q−4 − 1)F = δ∗(q2I − q−2F ).

We now give some information about the validity of the relations (1.2.3) and
(1.2.6).

The cylinder twist tV⊗V = Y XY X on V ⊗V commutes with X and Y = F⊗1.
Therefore the eigenspaces of X and Y are stable under tV⊗V . Thus, if we consider
the eigenspace for the eigenvalue 1 of Y , we see that there exists a linear map F̃
which satisfies

tV⊗V (κ⊗ 1) = XY X(κ⊗ 1) = (κ⊗ 1)F̃ .

It is therefore not too surprising that F = F̃ does the job. For completeness
we communicate the eigenspace structure. In section 5 we consider eigenspace
structures in general.

The first table gives the information for tV⊗V .

Eigenvalue q8ρ4 q8ρ−4 1 −q2ρ2 −q2ρ−2

Multiplicity 1 1 3 2 2
Module V +

1 V −
1 V3 V +

2 V −
2

The third row gives names to the eigenspaces. The decomposition

V ⊗ V = V +
1 ⊗ V −

1 ⊕ V +
2 ⊕ V −

2 ⊕ V3

is the decomposition into irreducible representations of the braid group

ZB2 = 〈X, Y | XY XY = Y XY X〉.

Although the eigenspaces have multiplicities there is a canonical decomposition
into one-dimensional eigenspaces. This comes from the action of F⊗1. We assume
here that F has three different eigenvalues (generic case). The next table gives
the eigenvalue of X and Y on the modules above.

V +
1 V −

1 V3 V +
2 V −

2

X q2 q2 q−4, q2,−q−2 q2,−q−2 q2,−q−2

Y −q2ρ2 −q2ρ−2 1,−q2ρ2,−q2ρ−2 1,−q2ρ2 1,−q2ρ−2

The spaces V4, V2, V0 of the Clebsch-Gordan decomposition are invariant under
tV⊗V . They split into different eigenspaces with eigenvalues as in the following
table.

V4 q8ρ4, q8ρ−4, 1, −q2ρ2,−q2ρ−2

V2 1, −q2ρ2,−q2ρ−2

V0 1

13



We mention the following values of the representation

Φ(f(F±1 ⊗ 1)k) = q±1(1− ρ2 − ρ−2).

Since Φ is a tensor representation it maps the object n to M = V ⊗n. The iteration
of k and f yield the duality maps k(n): K → M⊗M and f(n): M⊗M → K. The
quantum trace Trq of a K-linear map l: M → M is defined by the composition

f(n) ◦ (l ⊗ 1) ◦ k(n): 1 7→ Trq(l).

This trace can be computed as a linear algebra trace Sp. Let u: V → V denote
the morphism with diagonal Dia(q−2, 1, q2). Then Trq(l) = Sp(l◦u⊗n). The proof
is by linear algebra. Suppose M has basis (vi) and let in general

k(1) =
∑

kijvi ⊗ vj, f(vi ⊗ vj) = fij.

Let u: V → V have matrix (urs) = (
∑

j frjksj). Then

Sp(f(l ⊗ 1)k) = Sp((l ⊗ 1) ◦ kf) = Sp(l ◦ u).

4 The Kauffman functor

In this section we extend the Kauffman functor (Kauffman bracket) [13] to cylin-
der ribbons. This will be a tensor module functor K: RRB → TB into the cate-
gory TB of symmetric bridges (for the latter see [3]). The results of this section
complement those of [3].

In the graphical calculus the functor K is defined by the following local mod-
ifications. The parameter a is the usual one for the the Kauffman bracket; the
parameters x, y, D have to be determined yet.

(4.1) Local modifications.
(1) K(X) = a12 + a−1kf
(2) K(fk) = (−a2 − a−2)10

(3) K(F ) = x11 + yκϕ
(4) K(ϕκ) = D10.

The first two are the standard moves in the definition of the Kauffman bracket.
The parameters x, y, and D have to be chosen correctly so as to be compatible
with the relations of the category RRB.

A computation as in [3] shows that the parameters are compatible with the
four braid relation (1.1.2) if and only if x(a−2 − 1) = yD. The relation (1.1.5) is
satisfied if and only if x + yD = 1. These two conditions give

(4.2) x = a2, y = D−1(1− a2).

We assume (4.2) from now on.
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One verifies with these parameters that also the relation (1.1.6) holds. There-
fore we obtain a well-defined functor RRB → TB which extends the classical
Kauffman functor RA → TA and is compatible with tensor products.

We now construct a tensor representation of RRB which factors over the
Kauffman functor K: RRB → TB and induces a module-theoretic description of
TB.

The tensor representation is based on the fundamental two-dimensional mod-
ule V = V1 of U = Uq(sl2). Here q = a2 is again not a root of unity.

We map X to the standard R-matrix (in the antilexicographical basis)

X =


a

0 a−1

a−1 a− a−3

a

 .

We assume that a square root i of −1 is contained in K in order to produce the
most symmetric representation. The morphisms

f : V ⊗ V → K, k: K → V ⊗ V

are defined by the matrix (0, ia, (ia)−1, 0) and its transpose. The following propo-
sition is known. The proof is analogous to the proof for RRB given below in
section 6.

(4.3) Proposition. The values for X, k, f above yield a tensor functor from
RA into the category of U-modules which factors over the Kauffman functor
K: RA → TA and induces a bijection

HomTA([m], [n]) ∼= HomU(V ⊗m, V ⊗n)

for m, n ∈ N0. 2

We extend this functor as follows. The morphism F is sent to

F =

(
0 v
u a2 + 1

)
with uv = −a2.

We make the choice u = v = ia. We define

ϕ: V → K, κ: K → V

by
√

D
1−a2 (ia, 1) and its transpose.

(4.4) Proposition. With the data above the relations (1.2) and (4.1) hold. Thus
we obtain a representation of RRB which factors over the Kauffman functor for
RRB. 2

The Kauffman functor assumes the following values on “the symmetric un-
knots” (unknotted circles which wind about the axis once):

K(f(F ⊗ 1)k) = −a3(a + a−1), K(f(F−1 ⊗ 1)k) = −a−3(a + a−1).
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These values differ slightly from those in [3] since the category theory dictates a
different choice of parameters. By closing ribbons one obtaines, as usual, invari-
ants of framed links in the cylinder. The Kauffman calculus uses the parameter
D. But as long as we consider invariants of links in RB we don’t need D since
we can work with the representation of RB obtained from X and F .

Using the representation above, these invariants are obtained as quantum
traces in the sense of the theory of tensor categories. The quantum trace can be
computed as an ordinary trace in the following manner.

(4.5) Proposition. Let u: V → V be the morphism with diagonal matrix
Dia(−a−2,−a2). Suppose a framed link L is obtained as a closure of an (n, n)-
ribbon with value αL: V ⊗n → V ⊗n of the representation. Then the invariant
K(L) ∈ K is the ordinary linear algebra trace of the linear map αL ◦ u⊗n. 2

5 The structure of the cylinder twist

In this section V denotes the U -module V1. We study the eigenspace structure
of the cylinder twist tn on V ⊗n based on the matrices

t = t(ρ) =

(
0 1
1 θ

)
, g = g(p) =


p

0 p−1

p−1 p− p3

p


with θ = ρ − ρ−1, p2 = q, δ = q − q−1. We only consider the generic case that
the ρaqb, (a, b) ∈ Z2 are pairwise different. We use the basis v−1 = x0, v1 = x1 of
V and have written g in the antilexicographical basis. We will construct in the
generic case 2n eigenvectors of tn and compute the eigenvalues.

We define inductively t(1) = t and

t(n) = (1n−2 ⊗ g)(t(n− 1)⊗ 11)((1n−2 ⊗ g).

We also abbreviate t(j) = t(j)⊗ 1n−j. The automorphisms t(j) of V ⊗n pairwise
commute. We set

tn = t(1)t(2) · · · t(n).

If we map the j-th standard generator of Zn to t(j) we obtain a representation
of Zn on V ⊗n. Let ZBn be the braid group with generators t, g1, . . . , gn−1 and
relations tg1tg1 = g1tg1, tgj = gjt for j > 1, gigj = gjgi for |i − j| ≥ 2, gigjgi =
gjgigj for |i−j| = 1. We obtain a representation of ZBn on V ⊗n by the assignment
t 7→ t(ρ)⊗1 · · ·⊗1 and gj 7→ 1⊗· · ·⊗ g⊗· · ·⊗1. The morphisms t(j) are values
of elements in ZBn with similar definition and notation.

We need some notation in order to state the result. Let P (n) be the set of
all functions {1, 2, . . . , n} → {±1}. We associate to e ∈ P (n) another function
e∗ ∈ P (n) defined by

e∗(j) =

j∏
k=1

e(k).
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The assignment e 7→ e∗ is a bijection of P (n). For e ∈ P (n) we denote by
e′ ∈ P (n− 1) the restriction of e to {1, . . . , n− 1}.

Given e ∈ P (n), we define inductively

λ(e) = α(e)qβ(e)ργ(e), α(e) ∈ {±1}, β(e) ∈ Z, γ(e) ∈ Z

as follows: For e ∈ P (1) we set

α(e) = e(1), β(e) = 0, γ(e) = e(1),

i. e. λ(e) = ρ in case e(1) = 1 and λ(e) = −ρ−1 in case e(1) = −1. For e ∈ P (n),
n > 1, we set

λ(e) = e(n)(qλ(e′))e(n)

hence
α(e) = e(n)α(e′)
β(e) = e(n)(β(e′) + 1)
γ(e) = e(n)γ(e′).

This recursive definition yields

α(e) = e∗(n), γ(e) = e∗(n), β(e) = e∗(n) ·
n−1∑
j=1

e∗(j) n > 1.

We define inductively x(e) ∈ V ⊗n by

x(e) = x(e′)⊗ (v−1 + λ(e)v1), n ≥ 1

(in case n = 1 the term x(e′) does not appear).

(5.1) Theorem. The Zn-module V ⊗n decomposes into 2n pairwise different
one-dimensional modules. The vectors x(e) are eigenvectors of t(n) with eigen-
value λ(e) and simultaneous eigenvectors for the Zn-action.

We set
ke = |{j | e∗(j) = 1}|, `e = 2ke − n.

Then we have:

(5.2) Theorem. The vector x(e) is an eigenvector of tn with eigenvalue

µ(e) = (−1)n−keρ`ep`2e−n.

The vectors x(e) are formally definable with suitable parameters q, ρ in an
integral domain K. We use on V ⊗n a symmetric bilinear form which makes the
ve(1) ⊗ · · · ⊗ ve(n) =: ve, e ∈ P (n) into an orthonormal basis. Then we have:

(5.3) Theorem. The vectors x(e) are pairwise orthogonal. They are a basis of
V ⊗n provided

(1 + ρ2)
n−1∏
j=1

(1 + q2jρ2)(1 + q2jρ−2)
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is invertible in K.

From (5.2) be see that tn has n+1 different eigenvalues (generic case), namely
according to the value of ke. The module V ⊗n decomposes into n + 1 irreducible
ZBn-modules Mj(n). The element tn is contained in the center of ZBn. Thus
tn acts as a scalar on Mj(n). The eigenspaces of tn are the modules Mj(n). The
dimension of Mj(n) is

(
n
j

)
. There are

(
n
j

)
functions e ∈ P (n) with ke = j. We

choose the indexing such that Mj(n) belongs to ke = j.

Proof of (5.1). Induct over n. A simple computation shows that v−1 + ρv1 and
v−1 − ρ−1v1 are eigenvectors of t(ρ) with eigenvalues ρ and −ρ−1, respectively.
We also need an explicit computation in the case n = 2. The operator t(2) has
in the basis v−1 ⊗ v−1, v1 ⊗ v−1, v−1 ⊗ v1, v1 ⊗ v1 the matrix

t(2, ρ) = t(2) =


0 0 1 0
0 0 0 1
1 0 θq−1 δ
0 1 δ θq

 .

A direct computation gives the following eigenvectors and eigenvalues in accor-
dance with (5.1).

eigenvector eigenvalue
(v−1 + ρv1) ⊗ (v−1 + qρv1) qρ
(v−1 + ρv1) ⊗ (v−1 − q−1ρ−1v1) −q−1ρ−1

(v−1 − ρ−1v1) ⊗ (v−1 − qρ−1v1) −qρ−1

(v−1 − ρ−1v1) ⊗ (v−1 + q−1ρv1) q−1ρ

For the induction step we decompose V ⊗n = V ⊗(n−2) ⊗ V 2 and use the defining
relation

t(n) = (1n−2 ⊗ g)(t(n− 1)⊗ 11)(1n−2 ⊗ g).

The morphisms t(n − j) ⊗ 1j, 0 ≤ j ≤ n − 1 pairwise commute. Thus, for each
simultaneous eigenvector u ∈ V ⊗(n−1) of the t(j), 1 ≤ j ≤ n − 1, the subspace
u ⊗ V is t(n)-stable. The reason is that in the generic case the simultaneous
eigenspaces have multiplicity one, as follows easily by induction. By induction,
we assume that u has the form w ⊗ z, w ∈ V ⊗(n−2), z ∈ V . By induction again,
the map t(n− 1) acts on w ⊗ V with eigenvectors of the form

w ⊗ (v−1 + λv1), w ⊗ (v−1 − λ−1v1),

i. e. as t(λ) in the basis w ⊗ v−1, w ⊗ v1. Therefore t(n) acts on w ⊗ V ⊗ V as
t(2, λ) with the following eigenvectors and eigenvalues.

eigenvector eigenvalue
w ⊗ (v−1 + λv1) ⊗ (v−1 + qλv1) qλ
w ⊗ (v−1 + λv1) ⊗ (v−1 − q−1λ−1v1) −q−1λ−1

w ⊗ (v−1 − λ−1v1) ⊗ (v−1 − qλ−1v1) −qλ−1

w ⊗ (v−1 − λ−1v1) ⊗ (v−1 + q−1λv1) q−1λ
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This gives the induction step. 2

Proof of (5.2). By definition tn = t(1)t(2) · · · t(n), where t(j) also denotes the
action t(j)⊗ 1n−j on V ⊗j ⊗ V ⊗(n−j). Inductively we see that the x(e) are eigen-
vectors of each t(j). The eigenvalue belongs to e|{1, . . . , j} =: e(j). We have to
multiply the eigenvalues in order to obtain the eigenvalue µ(e) of tn

µ(e) = qb(e) · ρc(e) ·
n∏

j=1

e∗(j)

b(e) =
n∑

j=1

β(e(j))

c(e) =
n∑

j=1

γ(e(j)).

With our definition of ke = k we have c(e) = 2k − n. We note that b(e) is the
second elementary symmetric function

∑
i<j e∗(i)e∗(j). In order to compute it

we determine the coefficient of xn−2 in

n∏
j=1

(x− e∗(j)) = (x− 1)k(x + 1)n−k.

We obtain

−k(n− k) +

(
k

2

)
+

(
n− k

2

)
=

1

2
(`2 − n).

Similarly, by considering the constant term,

n∏
j=1

e∗(j) = (−1)n−k.

This proves (5.2). 2

Proof of (5.3). Induct over n. The vectors (1, ρ) and (1,−ρ−1) are orthogonal.
Set

x(e) =
∑

f∈P (n)

λ(e, f)vf

with vf = vf(1)⊗· · ·⊗vf(n). In the induction step we have to consider two vectors
of the form

x(e1)⊗ (v−1 + λ1v1), x(e2)⊗ (v−1 + λ2v1).

We have ∑
f

λ(e1, f)λ(e2, f) + λ1λ2

∑
f

λ(e1, f)λ(e2, f) = 0,

since, by induction, the first sum ist zero. For the second assertion we have to
study the transition matrix from the ve to the x(e). For n = 1 we have∣∣∣∣ 1 ρ

1 −ρ−1

∣∣∣∣ = −ρ−1(1 + ρ2).
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We assume inductively that the x(e), e ∈ P (n− 1) are a basis of V ⊗(n−1). Then
the x(e)⊗ v−1 and x(e)⊗ v1 are a basis of V ⊗n. If x(e) has eigenvalue λ(e), then
the transition matrix to the vectors

x(e)⊗ (v−1 + qλ(e)v1), x(e)⊗ (v−1 − q−1λ(e)−1v1)

consists of 2× 2-blocks with determinant∣∣∣∣ 1 qλ(e)
1 −q−1λ(e)

∣∣∣∣ = −q−1λ(e)−1(1 + q2λ(e)2).

Thus we require that the 1 + q2λ(e)2 be invertible. We have λ(e)2 of the form
q2αρ±2. Without essential restriction we can assume α ≥ 0. Thus the invertibility
of the product in (5.3) suffices. 2

In the last proof we have assumed that we have a basis for V ⊗1, . . . , V ⊗n. But
the transition determinant for V ⊗j is a factor of the determinant for V ⊗(j+1).

The preceding results will also be used to obtain information about the
eigenspace structure of the cylinder twist on the irreducible U -modules Vn.

The proof of (5.1) also yields the following result.

(5.4) Theorem. Let x(e) ∈ V ⊗m be as above and v ∈ V ⊗n. Then

tm+n(ρ)(x(e)⊗ v) = µ(e)x(e)⊗ tn(qλ(e))(v).

There are reasons [8] to consider instead of t(ρ) matrices and the cylinder twist
based on (

0 β
α θ

)
= t(α, β, θ).

We can reduce formally to the previously considered case α = β = 1 as follows.
Let D be the diagonal matrix Dia(λ1, λ2). Then D ⊗ D commutes with g. We
can therefore make the basis change with D. This leads to F (λ1λ

−1
1 α, λ1λ

−1
2 β, θ).

Thus set µ = λ2λ
−1
1 and determine µ by µ2 = βα−1. Then we are reduced to

F (γ, γ, θ), γ = µα = µ−1β. Finally consider γ−1F (γ, γ, θ).
We write t(n, ρ) for the map t(n) in order to show its dependend on ρ. The

maps t(j) commute. Let W ⊂ V ⊗m denote an eigenspace of t(m). Then the
subspace W ⊗ V ⊗n ⊂ V ⊗(m+n) is t(m + n)-stable.

Suppose αβ = −q and θ = ip(ρ − ρ−1). In that case the eigenvalues of tn
in (5.2) have to be multiplied by (ip)n. If we further specialize to the setting of
section 4, then ρ = −ip = −ia and the eigenvalues become

(5.5) pl(l+1), l = 2k − n, 0 ≤ k ≤ n.

These eigenvalues are still pairwise different.
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6 An algebraic model for TB

In section 4 we have constructed a representation K which yields on morphisms

K: HomTB(r, s) → Hom(V ⊗r, V ⊗s).

By construction, the morphisms in the image of K commute with the twists
K(α) ◦ tr = ts ◦ K(α). Let Homt(V

⊗r, V ⊗s) be the subspace of K-linear maps
h: V ⊗r → V ⊗s with h ◦ tr = ts ◦ h. The algebraic model for TB is given by

(6.1) Theorem. The linear map

K: HomTB(r, s) → Homt(V
⊗r, V ⊗s)

is an isomorphism.

Proof. Let {k} denote the largest integer below k. It was shown in [3] that

HomTB(r, s) has dimension
(

r+s
{(r+s)/2}

)
. We first verify that Homt(r, s) has the

same dimension. The eigenvector x(e) in (5.2) has multiplicity
(

n
k

)
. Since the

eigenvalues are pairwise different the dimension in question equals∑
k

(
r

k

)(
s

k̃

)

with 2k − r = 2k̃ − s in case r + s is even. A well-known formula for binomial
coefficients shows the claim to be correct. A similar argument works if s + r is
odd. (Remark: For r + s even a similar proof works for general parameters ρ.)

By the dimension count above it suffices to show injectivity. By dualization,
it suffices to consider the case s = 0 (or r = 0). By the results of [3] about the
Markov trace, the composition of morphisms

Hom(0, r)× Hom(r, 0) → Hom(0, 0) = K

is a perfect pairing. Since the Markov trace is a quantum trace this pairing can
be computed from the corresponding bilinear form via K. Therefore K has to be
injective. 2

7 The cylinder twist on irreducible modules

We consider the representation of the braid groups ZBn on V ⊗n given by the
four braid pair (X, F ) with the standard R-Matrix g from section 5 and

t =

(
0 β
α θ

)
, αβ = −q.

The cylinder twist tn is compatible with the Clebsch-Gordan decomposition and
induces on the unique irreducible component Vn ⊂ V ⊗n a morphism τn. A matrix
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(Fk,`) for τn in the standard basis x0, . . . , xn of the U -module Vn was computed
in [8]. The result is

Fk,` = αkβn−kqk(n−k)

[
k
j

]
γj

with k + ` = n + j. These entries are zero for j < 0. The γj are polynomials
determined by the recursion relation γ−1 = 0, γ0 = 1 and

αγk+1 = qkθγk + βqk−1(qk − q−k)γk−1

for k > 0.
We want to work with symmetric matrices. For this purpose we make the

following assumptions about the base field K. It has characteristic zero and q is
transcendental over Q. We assume given square roots

p2 = q, γ2 = αβ = −q, σ2 = αβ−1.

Then there exists ε = ±1 such that σβ = εγ. We set α(`) = σ−`. Then
α(`)α(k)−1α`βn−` = εnσjγn. We assume given square roots

√
[n] of the quan-

tum numbers and use these to define the square roots of the quantum binomial
coefficients

[n]!1/2 = [1]1/2[2]1/2 · · · [n]1/2,

[
n
k

]1/2

=
[n]!1/2

[k]!1/2[n− k]!1/2
.

We choose the basis z0, . . . , zn defined by

xk = σ−kp−k(n−k)

[
n
k

]1/2

zk.

In this basis the operator τn has the symmetric matrix

(7.1) Fk,` = εnσjγnpk(n−k)+`(n−`)

[
k
j

]1/2 [
`
j

]1/2

γj

with k + ` = n + j. In this basis also the R-matrix (= braiding) on Vn ⊗ Vn

obtained from the universal R-matrix has a symmetric matrix. It is independent
of σ.

Guided by the Kauffman calculus of section 4 we specialize to the case θ =
q + 1 = 1− γ2. In that case we use the renormalized polynomials βk defined by

γk = σ−kpk(k−1)βk.

They satisfy the recursion relation

βk+1 = (γ−1 − γ)βk + (1− q−2k)βk−1.

(7.2) Proposition. The β-polynomials have the following product decomposi-
tion

βk = (−γ)k

k∏
j=1

(1 + q−j).
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Proof. By definition β−1 = 0 and β0 = 1.
We verify that the right hand side satisfies the recursion formula for the βk

(γ−1 − γ)(−γ)k

n∏
j=1

(1 + q−k) + (1− q−2k)(−γ)k−1

k−1∏
j=1

(1 + q−j)

=
[
(γ−1 − γ)(−γ)(1 + q−k) + (1− q−2k)

]
(−γ)k−1

k−1∏
j=1

(1 + q−j)

= (1 + q−k)
[
−1− q + 1− q−k

]
(−γ)k−1

k−1∏
j=1

(1 + q−j)

= (−γ)2(1 + q−k)(1 + q−k−1)(−γ)k−1

k−1∏
j=1

(1 + q−j)

= βk+1.

This finishes the proof by induction. 2

The quantum binomial coefficients are Laurent polynomials in q. In the sequel
we have to use the same polynomials with q replaced by p. We use the notation[

n
k

]
p

for these binomial coefficients.

(7.3) Theorem. The vector

εn

n∑
k=0

γ−k

[
n
k

]
p

[
n
k

]−1/2

zk

is an eigenvector of the matrix (7.1) for the eigenvalue 1.

Proof. By matrix multiplication the claim is equivalent to the identities

γn

k∑
j=0

Fk,n−k+jγ
k−j−n

[
n

k − j

]
p

[
n
k

]
p

[
n
k

]−1/2

= γ−k

[
n

k

]
p

[
n

k

]−1/2

.

We insert the value (7.1) and see that these identities are equivalent to

k∑
j=0

(−1)j

[
n− k + j

j

] [
n

n− k + j

]
p

p•
j∏

ν=1

(1 + q−ν) = (−1)kq−k

[
n
k

]
p

with • = k(n− k) + `(n− `) + j(j − 1) and ` = n− k + j. We set

j∏
ν=1

(1 + q−ν) = p−j(j+1)/2πj with πj =

j∏
ν=1

(pj + p−j).
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We compute[
n− k + j

j

] [
n

n− k + j

]
p

[
n
k

]−1

p

=
πn−k+j

πjπn−k

[
k
j

]
p

and use this to put the claimed identities into the form (t = n− k)

k∑
j=0

(−1)jp#

[
k
j

]
p

πt+j = (−1)k−k(t+1)
q πt

with # = j(k − t− 1)− j(j + 1)/2.

It is now possible to verify these identities by induction over k. For k = 0 it
reduces to πt = πt and thus holds for all t.

We rewrite the left hand side of the identity in question for k +1 by using the
Pascal formula [

k + 1
j

]
p

= p−j

[
k
j

]
+ pj−k+1

[
k

j − 1

]
.

We obtain

k∑
j=0

(−1)jpj(k−t)−j(j+3)/2

[
k
j

]
πt+j +

k+1∑
j=1

(−1)jpj(k−t)−j(j−1)/2−k+1

[
k

j − 1

]
πt+j.

By induction, the first sum equals (−1)kq−k(t+1)πt. In the second sum we replace
j by j − 1. Then we see, again by induction, that it equals

−q−k(t+1)+kp−t−1πt+1 = −q−k(t+1)(1 + q−t−1)(−1)kπt.

Altogether we obtain the correct result. 2

We symmetrize the vector (7.3). Suppose γ̄2 = γ. We use

κk =
n∑

k=0

γ̄n−2k

[
n
k

]
p

[
n
k

]−1/2

zk.

It is sensible to consider (zk) as an orthogonal basis of Vn. In that case the
norm-square of κk is

A(n) =
n∑

k=0

γn−2k

[
n
k

]2

p

[
n
k

]−1

= π−1
n

n∑
k=0

γn−2kπjπn−j

[
n
k

]
p

.

It turns out that A(n) also has the following product decomposition.

(7.4) Theorem. The following identity holds for n ≥ 1

[2]p

n∑
k=0

γn−2kπjπn−j

[
n
k

]
p

= (γ + γ−1)n[n + 1]!p.
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A direct verification of this identity does not seem easy. We shall obtain it
from the representation theory of the Temperley-Lieb category and the structure
of the Jones-Wenzl idempotent. For later use we mention already at this point a
q-analogue of a well known formula

(7.5)
n∑

j=1

[j] =

[
n + 1

2

]
p

.

There is no difficulty to prove this by induction.
By (7.4), we can also write

A(n) =
(γ + γ−1)n

[n]!

n∏
j=1

[
j + 1

2

]
p

.

8 The category of coloured cylinder ribbons

We consider unoriented rooted cylinder ribbons with components coloured by the
irreducible U -modules Vn, n ∈ N. The meaning of a colouring is as in [21, Ch.
I]. There is an associated category. The objects of this category are sequences
(j1, . . . , jr) with jk ∈ N (the empty sequence for r = 0). The morphisms from
(j1, . . . , jr) to (k1, . . . , kk) are the coloured rooted (r, s)-ribbons; a component
which ends in (a, 0) carries the colour Va; a component which ends in (b, 1) carries
a colour Vb. We call this category RRB(N). It is a tensor module category over
the tensor category RA(N) of coloured ordinary ribbons. The category RRB(N)
has the following presentation by generators and relations.

(8.1) Generators.
(1) Xm,n: (m, n) → (n, m), X−1

m,n: (n, m) → (m, n)
(2) km: ∅ → (m, n), fm: (m, n) → ∅
(3) tm: (m) → (m), t−1

m : (m) → (m)
(4) κm: ∅ → (m), ϕm: (m) → ∅

The relations are coloured versions of (1.1) and (1.2).

(8.2) Relations.
(1) Xm,nX

−1
m,n = 1(m,n) = X−1

n,mXn,m

(2) (Xn,p⊗1(m))(1(n)⊗Xm,p)(Xm,n⊗1(p)) = (1(p)⊗Xm,n)(Xm,p⊗1(n))(1(m)⊗
Xn,p)

(3) (1(m) ⊗ fm)(km ⊗ 1(m)) = 1(m) = (fm ⊗ 1(m))(1(m) ⊗ km)
(4) (fm ⊗ 1(p)) = (1(p) ⊗ fm)(Xm,p ⊗ 1(p))(1(m) ⊗Xm,p)

(kp ⊗ 1(m)) = (1p ⊗Xm,p)(Xm,p ⊗ 1p)(1(m) ⊗ kp)
and similar relations with Xm,p replaced by X−1

p,m

(5) tmt−1
m = 1(m) = t−1

m tm
(6) t(m,n) := Xn,m(tn⊗ 1(m))Xm,n(tm⊗ 1(n)) = (tm⊗ 1(n))Xn,m(tn⊗ 1(m))Xm,n

(7) t(m,m)km = km, fmt(m,n) = fm

(8) (ϕm ⊗ 1(m))km = κm, fm(κm ⊗ 1(m)) = ϕm
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(9) tmκm = κm, ϕmtm = ϕm

(10) t(m,n)(κm ⊗ 1(n)) = (κm ⊗ 1(n))tn, (ϕm ⊗ 1(n))t(m,n) = tn(ϕm ⊗ 1(n))
Our aim is to construct a representation of this category. On object level it maps
(j1, . . . , jr) to Vj1 ⊗ · · · ⊗ Vjr . We now specify the values of the generators and
verify the relations. The values of the generators are denoted with the same
symbol.

We take for Xm,n: Vm⊗Vn → Vn⊗Vm the braiding (R-matrix) which is induced
from the universal R-matrix. The operator tm: Vm → Vm is the cylinder twist.
These data satisfy the relations (1), (2), (5), (6).

We have a Clebsch-Gordan decomposition of U -modules

Vm ⊗ Vm = V2m ⊗ V2m−2 ⊕ V2m−2 ⊕ · · · ⊕ V0.

The morphism km: K → Vm ⊗ Vm corresponds to the inclusion of V0 and the
morphisms fm: Vm ⊗ Vm → K to the projection onto V0. These conditions deter-
mine them up to a scalar multiple. The naturality of the braiding yields relation
(4). We have to normalize km and fm. A normalization of km yields, by (3), a
normalization of fm. In order to specify the normalization, we use the basis (zk)
of section 7, set

(8.3) km(1) =
m∑

j=0

γm−2jzj ⊗ zm−j,

and define fm by the transposed matrix, i. e.

fm(zj ⊗ zm−j) = γm−2j and fm(zk ⊗ z`) = 0

otherwise. Then (3) holds. We note

(8.4) fmkm(1) = [m + 1]γ2 .

In order to satisfy (9) we have to take for κm and ϕm eigenvalues of tm for the
eigenvalue 1. We set

(8.5) κm(1) = εm

m∑
k=0

γ̄m−2k

[
m
k

]
p

[
m
k

]−1/2

zk.

Since the matrix for tm is symmetric, we define ϕm by the transposed matrix

ϕm(zk) = εnγ̄n−2k

[
n
k

]
p

[
n
k

]−1/2

zk.

These choices yield the relations (9). We have already discussed ϕmκm(1) in the
previous section.

If κm(1) =
m∑

k=0

akzk, then the second relation in (8) gives

fm(κm ⊗ 1(m))(z`) = γ2`−mam−`.
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With our choices this equals ϕm(z`). Similarly for the first relation in (8).
The relations (7) hold, since the cylinder twist commutes with U -linear maps,

in particular t(m,m) is compatible with the Clebsch-Gordan decomposition.
It remains to verify (10). These relations do not depend on the normalization of

κm and ϕm. The second one is the transposition of the first one. The first relation
is a consequence of (5.4). There we have shown that a similar result holds if the
Vk are replaced by V ⊗k throughout. Hence we have verified all relations.

The connection between V ⊗m and Vm is as follows. Let fm be the Jones-
Wenzl idempotent in the Temperley-Lieb algebra HomRA(m, m) = Tm. Via the
representation of RA the element fm yields a projection operator on V ⊗m with
image isomorphic to Vm. From section 5 we know that the m-fold tensor product

z := (γ̄v−1 + γ̄−1v1)⊗ · · · ⊗ (γ̄v−1 + γ̄−1v1)

is an eigenvector with eigenvalue 1 for the cylinder twist. The model Vm ⊂ V ⊗m

has the standard basis z0, . . . , zm with z0 = v−1⊗· · ·⊗ v−1. We assume the value
ε = 1.

(8.6) Proposition. The projection fm(z) is the vector (8.5) with ε = 1.

Proof. It certainly is an eigenvector for the eigenvalue 1, by naturality of the
cylinder twist. Thus fm(z) = λκm(1) for some scalar λ. In order to determine the
scalar we consider the coefficient of z0 in fm(z). By the structure of the Jones-
Wenzl idempotent this coefficient is γ̄n. In order to see this, express fm as a linear
combination of the standard graphical basis of the Temperley-Lieb algebra Tm

and observe that all basis elements except 1 map z0 ∈ V ⊗m to zero. 2

The following recursion formula for fm is due to Hermisson [10]. Let
e1, . . . , em−1 be the standard generators of the Temperley Lieb algebra. Write

e(m, n) = em−1em−2 . . . en, e(m, m) = 1.

Then

(8.7) fm = fm−1 ·
1

[m]

m∑
j=1

[j]e(m, j).

Suppose b is a bridge in Tm and also the corresponding morphism in V ⊗m → V ⊗m.
Then

(8.8) [b〉 := ϕV ⊗mbκV ⊗m = (γ + γ−1)m.

Thus, by (8.7),

(8.9) [fm〉 = (γ + γ−1)m

m∏
k=1

1

[k]

(
k∑

j=1

[j]

)
.

On the other hand this value equals ϕmκm(1). If we use (7.5) we see that the
equality of these values yields the identity (7.6).
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9 Trivalent graphs

The N-coloured Temperley-Lieb category TA(N) has a natural extension to a
category ot trivalent graphs [16], [15], [19], [21]. There is a correcponding ex-
tension of TB. A trivalent vertex in TA(N) is defined in graphical notation as
Figure 8.1 in [21, p. 552]. See the figure below for ωi,j,k; the boxes in that figure
represent Jones-Wenzl idempotents.

We here consider trivalent graphs where some edges end on the axis. The
evaluation of such graphs by the method of [19], say, reduces to the determination
of

pppppppp
pppppppp
pppppppp
pppppppp
pppppppp
p

�
�

$
�
%
�i

j

k

= ωi,j,k

in terms of

pppppppp
ppp j + k

= ωj+k.

(9.1) Theorem. There exists a scalar [i, j, k 〉 such that

ωi,j,k = [i, j, k 〉ωj+k.

Let αn = (γ + γ−1)[n]−1([1] + [2] + · · ·+ [n]). We have the recursion relations

ωi,j,k = αi+kωi−1,j,k +
[j]

[i + j]
αi+j−1ωi−1,j−1,k+1

and [0, j, k 〉 = 1, [i, 0, k 〉 = αi+k[i− 1, 0, k 〉.

Proof. We use the method of [19] and our earlier results. A first step evaluates

pppppppp
pppppppp
pppppppp
pp

n �
�

1

We apply the second recursion formula (8.7) for the Jones-Wenzl idempotent fn

and obtain the value αnωn−1. At the same time we obtain

(∗) ωi,0,k = αi+kωi−1,0,k

and
ωi,0,k = [i, 0, k 〉ωi+k.
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The value [0, j, k 〉 = 1 comes from the definitions; similarly ω0,j,k = ωj+k.
We now consider the case i > 0, j > 0 and apply the standard recursion

formula [21, (4.2.a) on p. 531] for fi+j. Then (∗) above in conjunction with [19,
Lemma 2] yield the recursion formula for ωi,j,k as stated in (9.1). 2

10 Parameters

We have already mentioned in the first section relations between skein parame-
ters. This section is devoted to an algebraic discussion of these parameters. The
analysis is based on a certain associative algebra S with 1 over K generated
by X, X−1, E, Y, Y −1, e. The algebra is derived from rooted (2, 2)-tangles. The
connection with the geometric generators of section one is as follows: X is as
in section one, E = fk, e = ϕκ ⊗ 1, Y = F ⊗ 1. We work with the following
relations.

(1) XX−1 = 1 = X−1X, Y Y −1 = 1 = Y −1Y
(2) X −X−1 = (q − q−1)(1− E)
(3) XE = EX = λE
(4) E2 = DE
(5) µ−1Y + µY −1 = (ρ + ρ−1)(e− 1)
(6) eY = Y e = e
(7) e2 = de
(8) XY XY = Y XY X
(9) EXY XY = E

(10) EY ±1E = α±E
Here q, λ,D, µ, ρ, d, α± ∈ K are parameters. We assume that q, λ, µ, ρ are invert-
ible. We set δ = q − q−1 and ε = ρ + ρ−1. For simplicity we assume that δ and
ε are invertible. Our aim is to deduce relation between the parameters. We use
geometric assumptions and assume certain non-degeneracies for the algebra. Set
Ann(x) = {z ∈ S | zx = 0}. We multiply (2) by E and use (3) and (4). If
Ann(E) = 0, then

(10.1) D = 1− δ−1(λ− λ−1), E = 1− δ−1(X −X−1).

In a similar manner we obtain from (5), (6), and (7) in case Ann(e) = 0

(10.2) d = 1 + ε−1(µ + µ−1), e = ε−1(µ−1Y + µY −1) + 1.

We use this to compute EeE = (ε−1(µ−1α++µα−)+D)E. For geometric reasons
we require EeE = dE. This forces us to postulate

(10.3) ε−1(µ−1α+ + µα−) + D = d.

From (3), (6), and (9) we obtain λ−1EY −1 = EY X and therefore

α−E = EY −1E = λEY XE = λ2EY E = λ2α+E.

This gives

(10.4) β := λ−1α− = λα+.
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From (10.1) to (10.4) we derive

ε−1(µ−1λ−1 + µλ)β = ε−1(µ + µ−1) + δ−1(λ− λ−1).

Later we shall see that we must have

(10.5) µ2λ = 1.

If we use this we obtain

(10.6) β = 1− δ−1ε(µ− µ−1).

In the generic situation the relations (2) – (4) are equivalent to the cubic relation
(X − λ)(X − q)(X + q−1) = 0 and the relations (5) – (7) to the cubic relation
(Y − 1)(Y + µρ)(Y + µρ−1) = 0. The further analysis is based on the right ideal
of S generated by E. We will derive from the relations that it is generated by
E, Ee, EY . We then postulate that this is a basis for a simple S-module (K a
field). We compute the right products of E, Ee, EY by e, E, Y, X and state the
result as if E, Ee, EY were a basis.

We obtain fairly directly

e =

 0 0 0
1 d 1
0 0 0

 , E =

 D e λβ
0 0 0
0 0 0

 , Y =

 0 0 µ2

0 1 εµ
1 0 −εµ

 .

The products with X are more complicated. We have

EX = EX.

EY X = λ−1EY −1 = λ−1(−εµ−1E + εµ−1Ee− µ2EY ).

EeX = E(ε−1(µ−1Y + µY −1) + 1)X

= λE + ε−1µ−1EY X + ε−1µEY −1X.

EY −1X = λEY X2 = λEY X(1 + δ(X − λE)).

We insert the last relation in the previous one and obtain

EeX = c1E + c2Ee + c3EY

with

c1 = −λδµε−1 + µ2λ− µ−1λ−2 − δ

c2 = δ + λ−1µ−2

c3 = µ−1ε−1(λµ2 − λ−1µ−2 − δ).

We derive c2 + εµc3 = µ2λ and c1 − εµc3 = −λδµε−1. A computation now gives

Y XY X =

 1 −λµ4c3 − δµε−1 0
0 λ2µ4 0
0 −λµ2c3 − δλ2µ3ε−1 1

 .
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Since Y XY X is contained in the center of S, it should act on a simple module
as a scalar. It is seen that this is the case if and only if (10.5) holds. One could
now use the matrices above to define a module of rank three. From the geometric
view point it is sensible to look for the quotient T of S by relations of the type

eXe− eEe = u+e + v+eXY X

eX−1e− eEe = u−e + v−eX−1Y −1X−1.

The first relation holds in the three-dimensional module above if and only if
u+ + v+ = ε−1δ(µ− µ−1). By subtraction of the relations we should arive at

µ−1EXY X + µEX−1Y −1X−1 = ε(eEe− e).

The only sensible choice then is

(10.7)
u+ = ε−1δµ v+ = −ε−1µ−1δ
u− = −ε−1δµ−1 v− = ε−1δµ .

This finishes the discussion of the derisable relations between the parameters.
In the generic case the algebra S is semi-simple of dimension 27 with 6 one-
dimensional, 3 two-dimensional and 1 three-dimensional module. The quotient
T has dimension 25. See [9] for more details.

A variant of the algebra S replaces the relations for Y by those modelled on
the Kauffman bracket. Thus we replace (5) by the relation Y = x+ye. We deduce
e = eY = xe + yde and hence 1 = x + yd as in section 4. Also Y 2 = xY + ye
and (5) yield the quadratic relation Y 2 − (1 + x)Y + x = (Y − 1)(Y − x) = 0.
The relation (10) leads to conditions for the parameters. This is based on the
following computation.

EY E = (1− δ−1(X −X−1))Y E

= Y E − δ−1XY E + δ−1X−1Y E

= Y E − δ−1λ−1Y −1E + δ−1X−1(−xY −1 + (1 + x))E

= Y E + δ−1λ−1(x−1Y − x−1 − 1)E − δ−1λxY E + δ−1λ−1(1 + x)E

The coefficient of Y E should be zero, i. e. λx−λ−1x−1 = δ. Therefore λx = q or
λx = −q−1. The computation also yields

α+ = δ−1λ−1(x− x−1), α− = −δ−1λ(x− x−1).

This algebra has dimension 12 and in the generic case 4 one-dimensional and
2 two-dimensional modules. The right ideal spanned by E and EY is one such
module.
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